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Nomenclature

Symbols

→ “Also see...”; only used in this Nomenclature
:= Definition
≡ Equality between two functions for any choice of values for the variables

%m Percent by mass
[Tr] Concentration of a →tracer →Tr (mol dm−3)
(Tr) Activity of a tracer Tr (mol dm−3)

� Diameter of a →particle
A− Mathematical notation for →Al concentrations; subscript denotes phase
A Horizontal →eddy diffusion coefficient (m2 s−1)

αTr Dissolution fraction of Tr from deposited dust
βTr Dissolution fraction of Tr from sediment source
C− Mathematical notation for →C concentrations; subscript denotes phase
cin Weight factor for the Al/Si incorporation ratio
∆V Gridbox volume
∆zi Thickness of →model layer i

γ Activity coefficient, factor accounting for mixture effects; (Tr) = γ [Tr]
F− Mathematical notation for →Fe concentrations; subscript denotes phase
f Coriolis parameter (rad s−1)

fTr Mass fraction of an element Tr
fT1:T2 Molar ratio T1/T2 in source term
Φdust Dust deposition flux from the atmosphere on to the ocean surface (g m−2 s−1)

g Gravity of the Earth, approximately 9.8 m s−2

I Flow of a tracer per unit of time (M s−1)
K →Eddy viscosity, or turbulent viscosity coefficient (Pa s)

log Natural logarithm
µ Viscosity (Pa s)

M− Mathematical notation for →Mn concentrations; subscript denotes phase
m Modelled value of a tracer

mTr Atomic mass of Tr (g mol−1)
mol Mole, about 6.022 · 1023 elementary entities of a substance
µM Micromolar, 10−6 mol dm−3

nM Nanomolar, 10−9 mol dm−3

νE Vertical →eddy diffusion coefficient (m2 s−1)
o Measured value of a tracer
P Pressure (Pa = kg m−1 s−2)

rmax Maximum Al/Si incorporated into living diatom →frustules
RT1:T2 Reaction stoichiometry between reactants T1 and T2

Dl Root Mean Square Deviation, vertical distribution homogenised
S Salinity (h)

S− Mathematical notation for →Si concentrations; subscript denotes phase
Sv Sverdrup, 106 m3 s−1

T Temperature (◦ C)
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T Mathematical notation for an arbitrary tracer
Ṫ0 Input of a tracer as an increase of the concentration of a base tracer T0 (g s−1)

Tmol Teramole, 1012 mol
Tr,T1,T2 Any ocean tracer, e.g. Al, Mn, Si, C; only used in this Nomenclature
U , V , W Zonal, meridional and vertical component of the velocity

v →Velocity (m s−1)
VP Phytoplankton growth rate (M s−1)
ws →Settling →speed of →particles; −wsẑ is the settling velocity
x̄ Average value of a quantity x
ẑ Upward unit vector, (0,0,1)

Abbreviations and terminology

3-D Three-dimensional
AABW AntArctic Bottom Water
AAIW AntArctic Intermediate Water

adsorption The adhesion of a substance onto a surface of a particle
Al Aluminium, 3rd most abundant element in the Earth’s crust

Alads →Adsorbed Al
Albiog Incorporated biogenic Al
Aldiat Incorporated diatom Al
Aldiss Dissolved Al: Al3+, AlOH2+ and →colloids with � < 0.2µM
Alpart →Particulate Al: either Alads or Albiog, lithogenic Al not included

aluminosilicate Lithogenic minerals mostly composed of aluminium, silicon, and oxygen
AMOC Atlantic Meridional Overturning Circulation
BATS Bermuda Atlantic Time-series Study (1988–)
BEC Biogeochemical Elemental Cycling (model, previously: biogeochemistry/ecosystem/cir-

culation)
biogenic Created by organisms

Boussinesq approx The assumption that density differences are sufficiently small to be neglected, except for
g-dependent terms

CaCO3 Calcium carbonate: calcite and aragonite
clay →Aluminosilicates with � < 2 µm

CLIVAR Climate Variability and Predictability (2010–), project of the World Climate Programme
CO2 Carbon dioxide

conceptual model Composition of concepts to clarify the working of certain phenomena
colloid →Particle with 1 nm < � < 1 µm

desorption The release of a substance from a surface of a particle
diagenesis The change of sediments after →sedimentation

diatom Functional type of phytoplankton with silica frustule
DIC Dissolved Inorganic Carbon

DOC Dissolved Organic Carbon
DSOW Denmark Strait Overflow Water

dust Atmospheric →particles, mainly coming from desserts
ECMWF European Center for Medium range Weather Forecasting

eddy diffusion Parameterisation for subgrid advection
eddy viscosity Parameterisation for subgrid transport and dissipation of energy

empiricism The view that regards sensory experience as the main source and test of knowledge
ERA-40 →ECMWF Re-Analysis of 40 yr, a 45-year re-analysis of the atmosphere and surface

conditions from September 1957 to August 2002
ERS European Remote Sensing; refers to ERS-1 and ERS-2 satellites

euphotic zone The surface layer of the ocean that is well-lit, i.e. more than 1% of sunlight penetration
Fe Iron, 4th most abundant element in the Earth’s crust

Fediss Dissolved Fe: Fe3+, ligands and colloids with � < 0.2µm
fluid Liquids and gasses; in case of geophysical fluids the ocean and atmosphere, respectively
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frustule Cell wall made of →biogenic →silica
GCM General Circulation Model, a model of general circulation based on the primitive equa-

tions
GEOSECS GEochemical Ocean SECtions Study (1972–1978)

Geotraces Programme aiming to improve our understanding of ocean biogeochemical cycles (2006–)
HAMOCC HAmburg Model for the Ocean Carbon Cycle

HOT Hawaii Ocean Time-series (1988–)
hydrothermal vent A fissure in the Earth’s crust, typically found at spreading regions

INCA INteraction with Chemistry and Aerosols (model)
instrumentalism The view that a scientific theory is a useful instrument in understanding the world (ag-

nostic about realism)
IPY 3rd International Polar Year (2007–2009)

JGOFS Joint Global Ocean Flux Study (1989–2005)
lithogenic Originating from the lithosphere; not →biogenic

LMDzT Laboratoire de Météorologie Dynamique (model)
LSCE Laboratoire des Sciences du Climat et l’Environnement

LSG Large Scale Geostrophic →OGCM (Hamburg model)
mixed layer Ocean layer where masses are mixed by turbulent; between the air-sea interface and the

→thermocline
Mn Manganese, 12th most abundant element in the Earth’s crust

Mnads →Adsorbed Mn
Mn(II) Dissolved Mn: Mn2+ and colloids with � < 0.2µm
MnOx Oxidised Mn: MnOx or colloids thereof
model Structure for which at least some sentences of a theory, hypotheses or observations are

satisfied; →conceptual, →numerical model
NADW North Atlantic Deep Water
NEMO Nucleus for European Modelling of the Ocean

numerical model Mathematical model for which no analytical solution exists and hence is solved on a
computer

O Elemental oxygen, 1st most abundant element in the Earth’s crust
OBGCM Ocean Biogeochemical General Circulation Model

OGCM Ocean General Circulation Model
OPA Océan PArallélisé, ocean dynamics component of NEMO

ORCA Any of five meshes based on the conformal mapping of Madec and Imbard [55]
ORCA2 Model configuration based on the 2◦resolution →ORCA mesh, used in →NEMO

OSF Overturning Stream Function, measure for the MOC in Sv
particle A localised object, typically larger and heavier than →colloids
Pisces Biogeochemical model developed by LSCE and community, component of NEMO-TOP

POC Particulate Organic Carbon
POM Particulate Organic Matter

rationalism The view that regards reason as the chief source and test of knowledge
RMSD Root Mean Square Deviation

SAAMW SubAntArctic Mode Water
SAFe Sampling and Analysis of Fe (an international standard for sampling and cross-validation)
sand →Aluminosilicates with � > 63 µm

sedimentation The last step of particle →settling where →particles in seawater become part of the
sediment

settling The process of sinking of heavy particles through the seawater; → ws

Si Silicon, 2nd most abundant element in the Earth’s crust
silica Hydrated silicon dioxide: SiO2 · nH2O
Sibiog Biogenic Si
Sidiss Dissolved Si or silicic acid: Si(OH)4
Sidiat Si incorporated into the →frustules of diatoms

silt →Aluminosilicates with 2 µm < � < 63 µm
structural realism The view that regards only structures or relationships as real (as opposed to concrete

objects
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plankter Single member of →plankton, a floater
plankton Organisms in the water column that cannot swim but move with the currents

speed The magnitude of the →velocity, ||v||
Sv Sverdrup, 106 m3 s−1

thermocline Layer with large vertical temperature gradient; between upper →mixed layer and deep
ocean

TOP Tracer in the Ocean Paradigm, biogeochemical component of NEMO
tracer Any property of seawater, e.g. temperature, salinity, iron concentration

velocity The rate of change of the position, denoted by the vector v (m s−1)
WOCE World Ocean Circulation Experiment (1990–2002)
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Chapter 1

Introduction

1.1 Rationale
The two trace elements aluminium (Al) (Section 1.3.2) and manganese (Mn) (Section 1.3.3)
are the focus of this thesis. In the oceans, dissolved Al is present in very small concentrations.
It interacts with silicon, a major nutrient for certain types of phytoplankton (Section 1.3.1),
and has an influence on the remineralisation of part of these phytoplankton. Furthermore,
Al can be used as a proxy for dust deposition in the ocean, which is important since dust
contains essential nutrients like iron (Fe) and manganese (Mn). Manganese is an essential
nutrient for phytoplankton in the ocean (and other organisms as well) and also a good tracer
for hydrothermal vent plumes that are strongly enriched in dissolved Mn. Phytoplankton, with
its interaction with Al and Mn, play an important role in the Earth system. Section 1.2 gives the
background necessary to understand the importance and interconnectedness of these matters.

1.2 Oceans and climate
Since the formation of the Earth about 4.5 billion years ago, the climate is changing. Climate
is defined as the statistical description in terms of the mean and variability of quantities like
temperature and precipitation over a period of time ranging from months to thousands or mil-
lions of years. This stands in contrast with weather, which is the condition of the atmosphere
at a specific place and time [159 § 1.2.2]. At least until the beginning of the industrial revolu-
tion, causes of climate change have been primarily natural, i.e. humans did not influence the
climate in any significant way. Natural climate change can occur because of internal variability
as well as changes in the external forcing. An example of internal climate variability is the
El Niño–Southern Oscillation (ENSO) which is purely driven by feedback mechanisms between
the atmosphere and the ocean. External factors may influence the climate as well, among
which are variations in the Earth’s orbit affecting the distribution of sunlight on the Earth, and
volcanic activity which affects incoming solar radiation due to emission of volcanic dust.

These are all natural effects, but since about 1750 humans have been influencing the climate
considerably [159 § 7.5.1]. Burning of fossil fuels and land use changes resulted in increased con-
centrations of greenhouse gasses, e.g. carbon dioxide, methane and nitrogen oxides. Greenhouse
gasses absorb infrared radiation emitted by the Earth’s surface. Subsequently, part of the radi-
ation is emitted back to the surface. Hence, part of the heat is trapped. Without these gasses
the worldwide average surface temperature would be significantly lower (about −18◦C) than
with these gasses (14◦C, 1961–1990 average). Due to the anthropogenic emission of greenhouse
gasses, the concentration of greenhouse gasses in the atmosphere increased significantly. As a
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consequence, since ∼1900 the Earth’s average temperature of the atmosphere and the upper
∼700 m of the ocean has increased notably [10 § 1, 131, 159 § 1.2.2]. Overall, the oceans have
absorbed 93 % of all the extra heat due to increased greenhouse gas concentrations [159 § 3.1].

Since 1750 more than half of the anthropogenic carbon dioxide is stored in the oceans
and terrestrial biospheres, while the remaining part stays in the atmosphere (causing global
warming). The importance of the ocean in the climate system is apparent from the fact that
40–50 % of the anthropogenic carbon storage occurs in the oceans, while the rest is stored
by the terrestrial ecosystem [159 § 6.3.1, 83]. Carbon dioxide (CO2) in the atmosphere tends
to equilibrate with the carbon dioxide in the surface layer of the ocean [159 § 3.8.1.1]. The
system is never precisely in equilibrium, primarily because of the removal of Dissolved Inorganic
Carbon (DIC) by two different mechanisms, namely the ‘solubility pump’ (Section 1.2.1) and
the ‘biological pump’ (Section 1.2.2).

Both in the ocean and on land CO2 is assimilated by photo-autotrophic organisms (plants),
through a process named photosynthesis. Photosynthesis is the fixation, of inorganic carbon
during growth of photo-autotrophs, creating complex organic compounds, namely proteins, car-
bohydrates and fats. Important photo-autotrophs in the ocean include diatoms and cyanobac-
teria. Other carbon fixers are chemo-autotrophs, who do not need sunlight and derive their
energy source chemically, but they are of less importance for the overall carbon fixation.

Only a small part of DIC is fixed by phytoplankton (explained below), while most of it
stays in its dissolved phase [159 § 6.1.1]. Nonetheless, the total amount of fixation in the
ocean approximately equals the net fixation by the terrestrial ecosystem [60]. This stands in
contrast with the much smaller organic carbon pool of aquatic compared to terrestrial plants.
The amounts of carbon fixation are nevertheless similar because of the much faster biological
overturning in the ocean [60, 103].

For photosynthesis, solar energy, inorganic carbon, water and nutrients are needed [42 § 3.2].
Incoming solar irradiance at the sea surface penetrates into the upper waters. It is attenuated
with increasing depth until only 1 % of light remains, below which photosynthesis is negligible.
The layer above that depth is often considered the euphotic zone [e.g. 28]. In very clear oceanic
waters the euphotic zone thickness can be as much as 150 m [42 § 2.1]. The euphotic zone depth
is much shallower in the presence of (self-shading) plankton, and coloured dissolved organic
matter, while in coastal seas resuspension of sediment (silt, clay) gives much turbidity blocking
sunlight already within a few metres or less.

The euphotic zone largely coincides with the mixed layer, which is regarded as the layer
where all tracers (salinity, temperature, density; and dissolved tracers, e.g. O2, major nutrients,
DIC) are uniform with depth. The mixed layer depth is often defined as the depth where,
going downwards, a first significant density increase is observed. Hence, the depth and intrinsic
stability of the mixed layer is a function of the vertical density distribution. Alternatively, it
can be defined by using a Turbulent Kinetic Energy (TKE) [118 § 7.2, 138 § 14.3] criterium,
which is more difficult to measure in the real ocean but is based on the physical causes for the
mixed layer. These two definitions are consistent with each other to a good approximation.
The mixed layer is caused by wind, waves and buoyancy flux (turbulent heat flux, convective
overturning and precipitation minus evaporation). From these quantities the TKE can be
calculated. The mixed layer can vary between 10 m in calm summer conditions to 600 m or
more during deep winter convection. The strong seasonality of the interplay of the euphotic
zone (a few to 150 m depth) and the mixed layer (typically 10 to ∼600 m depth) strongly
controls the net primary production. Specifically, if the base of the mixed layer is deeper than a
critical depth, productivity will drop to almost zero. This critical depth is defined as the depth
at which the primary production minus the remineralisation, integrated to the surface, equals
zero; it is typically a few hundred metres deep [102 § 4.3]. Among all factors controlling oceanic
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photosynthesis (light, major nutrients, trace nutrients, grazing loss) the available light is by far
the most important [42 § 3.3].

The major nutrients, i.e. nutrients that are needed in large amounts, are nitrate, phosphate,
and, for silicifying autotrophs like diatoms, silicic acid [33 § 9.1, 164]. In the central gyres of the
temperate ocean, these nutrients have been utilised so much that they are depleted in surface
waters, hence limiting for photosynthesis and plankton growth. Besides the major nutrients,
all organisms require at least six bio-essential trace elements manganese (Mn), iron (Fe), cobalt
(Co), nickel (Ni), copper (Cu) and zinc (Zn), also called trace nutrients [73, 165]. Also there is
more and more evidence that cadmium (Cd) is also utilised, either as a substitution of Zn or for
intrinsic Cd-requiring biochemical functionality [57, 67]. All these 6–7 trace elements exist in
very low concentrations in seawater. Bio-limitation due to shortage of either one of these trace
elements is well demonstrated (notably for Fe) or expected [e.g. 57, 80, 107, 162]. Knowledge
about the distribution and availability of these nutrients is essential in predicting the amount
of carbon fixation. A shortage of any essential nutrient leads to decreased carbon fixation, i.e.
less photosynthetic fixation of carbon dioxide in the Earth system [102 pp. 105–7].

Temperature, salinity (dissolved sea salts) and pressure (T , S and P ) are the traditional
tracers in physical oceanography and utilised not only to derive the density of a water mass (a
function of T , S and P ), but also as the classical tracers of hydrography like ocean currents
throughout the oceans. More and more other biogeochemical tracers (e.g. dissolved oxygen and
major nutrient elements) and anthropogenic tracers (e.g. tritium of atomic bomb tests and chlo-
rofluorocarbons CFCs) are also used as tracers of hydrography. The concentration of dissolved
chemical and biogeochemical substances (tracers) in seawater is determined by air-sea interac-
tion, local biological production and remineralisation, and by physical transport by currents,
water mass mixing and settling of biogenic debris particles. External sources like rivers and
groundwater discharge also play a role nearby continents, while deep-sea hydrothermal vents
and marine sediments act as sources for some tracers and sinks for other tracers.

The distribution of these biogeochemical tracers (carbon, nitrate, iron etc.), and the air-sea
fluxes of carbon dioxide, are governed by a combination of physics, chemistry and biology. Since
the GEochemical Ocean SECtions Study (GEOSECS) in the 1970s, the number of observations
of DIC and major nutrients has increased (e.g. World Ocean Circulation Experiment (WOCE),
Joint Global Ocean Flux Study (JGOFS), CLImate VARiability and predictability (CLIVAR)).
Nowadays the Geotraces programme is producing many high accuracy observations of trace
elements (www.geotraces.org). Despite the increase, these observations are merely a snapshot
both in space of the vast oceans and in time. For DIC and major nutrients there now evolves a
time series database spanning some four decades [e.g. 90, 122, 139], yet for trace elements the
first Geotraces sections still are a one-time snapshot. To interpret the observations and to
obtain an integrated understanding, numerical ocean models can be used, that provide infor-
mation on the time evolution of the ocean. Conversely, the measurements provide a constraint
on ocean models and can therefore be used to assess the model’s reliability and/or improve the
representation of the physical and biogeochemical processes in the model. A thorough under-
standing of ocean processes is necessary for estimating, for instance, the anthropogenic uptake
of CO2 by the ocean [83], which feeds back to the entire Earth system.

1.2.1 Solubility pump

Dissolved biogeochemical tracers can be transported from the mixed layer into the ocean interior
by a suite of, sometimes interacting, physical transport and mixing mechanisms. The mixed
layer can become very thick during severe winter storms, leading to a uniform distribution of
all tracers in the upper several hundreds of metres. During spring and summer (with seasonal
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Figure 1.1: The Sidiss distribution (concentration in µM), with main water masses indicated.

warming of upper layers and low wind velocity) the deeper part of this becomes separated from
the upper part. In general these subsurface waters that are formed by deep winter convection
and subduction are named mode waters. In different ocean regions this deeper part is a major
conduit for uptake of tracers from the surface, for example the SubAntarctic Mode Water
(SAMW) in the South Atlantic Ocean, and the Subpolar Mode Water and the 18 Degree Water
in the North Atlantic Ocean [124].

When looking at the oceans over longer annual, decadal or century time scales, i.e. quasi-
steady-state distributions, the seasonal deep winter convection is partly responsible for the 3-D
distribution of surfaces of uniform density (isopycnal surfaces). These surfaces are not perfectly
horizontal but show curvature and some isopycnal surfaces outcrop at the ocean surface. Trans-
port by turbulent mixing along such surfaces of uniform density is several orders of magnitude
faster than transport by turbulence across isopycnal surfaces. Therefore the outcrops of isopy-
cnals in the surface ocean serve as conduits for relatively rapid transport of tracers into the
typically intermediate (∼100–∼1000 m) depth range of the ocean interior. For example for DIC
and major nutrients (N, P, Si) this is known as the ‘solubility pump’; it brings carbon (C) and
nutrients, respectively, into the intermediate and deep ocean.

In the polar oceans, notably in the Greenland-Iceland-Norwegian Sea (GIN Sea) between
Iceland and Spitsbergen, and in the Weddell Sea (Antarctica), winter cooling and seasonal sea
ice formation lead to increasing density of surface waters. As a consequence, these waters sink
to a depth of 1 to 4 km. This may be seen as the very extreme cases of deep winter convection
and also contributes to the ‘solubility pump’. In the Labrador Sea and at the Antarctic Polar
Front this deep winter convection does not go deeper than about 1000–1200 m resulting in
the Labrador Sea Water (LSW) and the AntArctic Intermediate Water (AAIW), respectively.
In the GIN Sea the water sinks deeper, and next flows over the sills in Denmark Strait and
Iceland-Faroe-Scotland Ridge into the North Atlantic as the major source water of the North
Atlantic Deep Water (NADW). In the Weddell Sea the deep winter convection sinks to the
bottom, forming the Weddell Sea Bottom Water (WSBW) that flows out as AntArctic Bottom
Water (AABW) flowing into the three major ocean basins. Figure 1.1 presents the major water
masses in the West Atlantic Geotraces transect (plotted over the Sidiss concentration, see
Section 1.3.1).

The general circulation in the Atlantic Ocean of northward surface water transport, the
forming of NADW and the subsequent southward current at 2–3 km depth, is called the Atlantic
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Meridional Overturning Circulation (AMOC). It is not only important in transporting DIC and
nutrients to the deep ocean, but variability in the AMOC also influences climate. For instance,
a slower AMOC may result in a smaller flux of water towards Europe. This means that less
heat is transported to Europe, which could induce a colder climate. However, in this thesis the
interest in the AMOC strength and shape is based on the transport of trace metals from the
surface Atlantic to the deep Atlantic Ocean.

1.2.2 Biological pump

The biological production in the euphotic zone leads to the accumulation of biomass, almost all
phytoplankton and zooplankton. Large part of this plankton remineralises rapidly again within
the euphotic zone or just below, but some small portion escapes such immediate remineralisation
and may settle down into the intermediate and deep ocean waters as biogenic debris (dead
phytoplankton, zooplankton and bacteria, faecal pellets of zooplankton). Aggregation of the
debris leads to a larger size of the settling particles, that enhances the overall settling velocity [87,
168] in accordance with Stokes’ law:

ws =
2r2(ρpart − ρfluid)g

9µ
, (1.1)

with r the radius of the particle, ρpart the density of the particle, ρfluid the density of the
medium, g the gravitational acceleration and µ the viscosity of the medium. Stokes’ law is only
valid when the particles are homogeneous spheres with smooth surfaces, the particles do not
interfere with each other and the flow is laminar. Several of these assumptions are doubtful. For
instance, biogenic debris can take forms different from spheres, resulting in settling velocities
not following Eqn 1.1 [132]. Hence, if used at all, Stokes’ law must be taken as an approximate
model for particles in the real ocean.

This export of biogenic particles from the euphotic zone downwards into the deep ocean
is known as the ‘biological pump’ and is the major pathway for transfer of carbon and ma-
jor nutrients as well as many trace elements from the surface waters into the deep sea [102
pp. 102–14].

1.2.3 Carbon cycle in the ocean

Figure 1.2 presents the cycling of carbon, nutrients and trace elements in the oceans. Major
nutrients (N, P, Si) and trace nutrients (Fe, Co, Mn, Ni, Cu, Zn, Cd), and other trace elements
(for this thesis notably Al), enter the ocean through rivers, by dissolution of dust deposition
input, diffusion from pore waters within sediments, and dissolution from resuspended sediment
particles. Hydrothermal vents are a source of some elements (for this thesis notably Mn; also Fe),
while other elements (e.g. Al) in hydrothermal systems are removed near the vents by quick
settling. Lithogenic particles are supplied by rivers and by dust deposition, and are mostly
deposited in sediments. For sake of simplicity this lithogenic pathway is not shown. During
phytoplankton growth, solar radiation is the energy source for fixing carbon from CO2 into
organic carbon. In this process O2 is released. Zooplankton consume phytoplankton (grazing)
and use O2 for respiration, releasing CO2 as well as Dissolved Organic Carbon (DOC) and
debris (dead material) here named ‘organic detritus’. Most of the DOC and detritus enters
the microbial loop (dotted arrows), while much smaller amounts settle into deeper waters.
The microbial loop comprises heterotrophic bacteria, several types of auto-phototrophs (e.g.
cyanobacteria), phagotrophic protozoa, mixotrophic eukaryotes and viruses [114], but is of
relatively minor interest for this thesis. Within the typically 4 km deep water column more
than half of the settling biogenic detritus is remineralised by bacteria and deep-sea animals,
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Figure 1.2: Cycling of carbon, major and trace nutrients and other trace elements in the oceans. Major
nutrients and trace nutrients, and other trace elements, enter the ocean through the sources as depicted
in the figure. See the text for a detailed description of the sources and internal processes. This is
a simplified conceptual model of the nutrient and carbon cycle, limited to the seawater, leaving out
other parts of the Earth system like the sediment. Many processes, among which nitrogen fixation and
denitrification, and lithogenic particles, are not represented in this figure.

the other half reaches the seafloor where another large part is remineralised by the benthic
community. Eventually, only a very small portion escapes remineralisation and becomes part
of the sediment. Within the sediment this is mostly remineralised by bacteria, and only a very
small fraction is buried permanently in the deeper sediment.

The red arrow signifies adsorptive scavenging of most of the bio-essential trace nutrients
and also of the other trace elements onto the settling biogenic debris. For trace metal elements
with multiple oxidation states in the oceans, notably Mn(II), Mn(IV) and Fe(II), Fe(III), the
adsorptive scavenging is often enhanced by oxidation from its dissolved states (Mn(II) and
Fe(II)) to solid phase (Mn(III) and Fe(III)). This is a simplified conceptual model of the nutrient
and carbon cycle, leaving out other processes and other parts of the ocean-related Earth system,
like the sediment.

Carbon fixation takes place typically through photosynthesis. This process takes place
in two parts. The first is the light reaction during which light energy is converted to chemical
energy in the form of Adenosine-5’-TriPhosphate (ATP) and Nicotinamide Adenine Dinucleotide
Phosphate (NADP+), hence this only takes place when there is sufficient sunlight available. In
this process H2O is split by light (photolysis) creating O2 as a by-product [32 pp. 209–19]. The
second part of photosynthesis is the Calvin cycle during which CO2 is converted to glucose
(sugar), using ATP and NADP+ as the energy source [32 pp. 219–21]. The net reaction of the
entire photosynthesis process is given by:

106 CO2 + 122 H2O + 16 NO−
3 + H2PO−

4 + 17 H+ → (CH2O)106(NH3)16H3PO4 + 138 O2 (1.2)

where the stoichiometric uptake ratio of the nutrients N and P were found by Redfield [6].
Zooplankton consume phytoplankton (grazing) and respire, releasing CO2. The net res-
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piration reaction is the opposite of Reaction 1.2. Upon excretion and death of phyto- and
zooplankton, the resulting detritus (dead material) starts to settle towards the seafloor. Most
of the organic detritus enters the microbial loop [16, 102 p. 122, 138, 114]. The microbial loop is
presented as an ellipse in the right of Figure 1.2. It is an abstraction of the interaction between
unicellular entities, i.e. bacteria and viruses, that are smaller than the typical phyto- or zoo-
plankter. In the end, the remaining small part of the particulate material settles as aggregates
and is buried in the sediment.

The red arrow in the middle of Figure 1.2 signifies adsorption of several nutrients and
trace metals, among which aluminium and iron, onto detrital material. After adsorption they
settle downwards with the particulate material. The combination of adsorption and settling
is called scavenging. Most scavenged metals also desorb from particles. In that case, the
process is referred to as reversible scavenging. By (reversible) adsorptive scavenging nutrients
can be exported out of the ocean into the sediment. Besides being scavenged, nutrients are also
incorporated in phytoplankton during growth, entering the food web. When marine organisms
excrement or die, the nutrients are exported, similar to the nutrients adsorbed onto these detrital
products. Lithogenic particles (mineral particles that are not of biological origin, i.e. clay, silt
and sand) probably also play a significant role in scavenging because of their ballast effect [87].
Hence, they are important for exporting nutrients and trace metals into the sediment, but these
particles are not fully presented in this conceptual model (Figure 1.2).

1.3 Nutrients and trace metals

1.3.1 Silicon

Silicon (Si) is a major nutrient that is of great importance in this thesis, because of its interaction
with Al. Therefore this section gives the necessary background of Si cycling in the ocean.

Silicon is the second most abundant element in the Earth’s crust (after oxygen). The element
exists in the ocean as silicic acid (Sidiss), biogenic silica (Sibiog) and lithogenic Si. Silicic acid
is used by diatoms, silicoflagellates, radiolaria and sponges. The silicic acid is converted to
biogenic silica, SiO2·nH2O, to form the skeletons of the organisms. For example, sponges have
an internal skeleton made of either Sibiog or calcium carbonate, while diatoms have external
silicic structures called frustules.1 Diatoms form a functional class of phytoplankton which
accounts for about 35–40 % of the primary production in the oceans [49, 135]. Diatoms are
heavy (two times the density of seawater) because of the frustules. This makes them effective in
exporting silica, organic carbon and other diatom-associated elements, into the deep ocean. This
results in less recycling compared to non-diatom phytoplankton, and hence a relative export
production of about 50 % of total export production. This is also referred to as the ballast effect.
For these reasons diatoms are central to the discussion of silicon and climate change.

As a further illustration of the processes shown in Figure 1.2, consider the example of Sidiss
as a nutrient for diatoms. A simplified representation of Si cycling is shown in the right part
of Figure 1.3. Clearly, diatoms are limited in growth by the available Sidiss and the amount of
sunlight. If either of these factors is limiting, less diatom growth occurs (bottom-up limitation).
If the number of grazers of diatoms are increased, diatom growth is limited as well (top-down
limitation, only represented in Figure ??) [102 p. 138f]. Section 3.3.1 presents a mathematical
model for the rate of photosynthesis.

Upon settling of Sibiog (bottom-right part of Figure 1.3), part of it is buried in the sediment.
Based on the large amount of Sibiog in the upper sediment and the low [Sidiss] in the bottom

1In this figure and the following, the term biogenic silica (Sibiog) is reserved for dead, sinking frustules, while
diatom silicon (Sidiat), or frustules, is used for biogenic silica of living diatoms.
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water, Sibiog should not be preserved but dissolve and subsequently diffuse out of the sediment
into the water column. However, several factors prevent the dissolution and help to preserve
Sibiog in the sediment. Dissolution depends on the specific surface area (smaller means better
preserved), the organic coating and the temperature. In the sediments of the deep ocean the
low temperature prevents dissolution. Hence, Sibiog can accumulate without diffusing out of
the sediment. Furthermore, when aluminium is incorporated in, or adsorbed on to, diatoms,
the solubility of Sibiog is decreased. This incorporation can be either primary uptake (biological
incorporation during growth; Gehlen et al. [e.g. 72]) or, probably more significantly, secondary
uptake (early diagenesis; Koning et al. [109]) (Section 1.3.2).

1.3.2 Aluminium

One major reason of the importance of Al is the use of Al as a tracer of aeolian dust supply
into the surface ocean. Dust deposition is an important source of trace nutrients such as Fe and
Mn. Aluminium is abundant in dust (about 8 %m), does not complexify and is not biologically
active to such an extent as Fe, which makes it more practical than iron as a proxy for dust [e.g.
65].

Dissolution of Al from dust and other processes determining the distribution of dissolved Al
are presented in Figure 1.3. It is currently assumed that the major source of Al to the open
ocean is dust deposition [e.g. 78, 88, 108, 170]. A fraction of the Al in dust (1–15 %) dissolves
within the upper mixed layer [23, 25, 87, 97, 99, 133, 149], while below the mixed layer the
dissolution of Al from dust is deemed negligible (Chapter ??). Most Al in dust (i.e. 85–99 %)
remains in the particulate phase and sinks to the bottom of the ocean, where it is assumed to
be buried in the sediment. This has been suggested by many studies on Al in the ocean [e.g.
23, 97, 99], but no explicit study has been published on the fate of lithogenic dust particles in
the water column below the mixed layer.

The second significant source of Al is sediment resuspension and subsequent dissolution,
presented at the bottom (centre) of Figure 1.3. Sedimented particles may contain Al within,
or on, the particle. When these particles are resuspended, dissolution may occur by desorption
and/or dissolution of the carrier particle, releasing Al [39, 154, 170]. Indeed, a high concen-
tration of Aldiss has been measured near the sediment in the West Atlantic Ocean at 45–50◦N
(Figure ??). In Chapter ?? results of simulations are presented that back this hypothesis.

Other sources do not appear to play a significant role in adding Al to the ocean. Even
though rivers carry a large amount of Al, most of it is removed in estuaries and continental
shelf sediments and never enters the open ocean [22, 23, 129, 151]. Finally, hydrothermal vents
are not a source of Al to the deep waters of the oceans either [21, 35, 51, 141].

The primary removal mechanism of Aldiss from the surface ocean is the adsorptive scavenging
and settling with Sibiog as the major carrier (light-yellow ellipse in Figure 1.3), hence this removal
is large in areas with high diatom production [15, 23, 27, 30, 98]. Besides being scavenged by
surface adsorption, the Aldiss becomes incorporated as an apparent trace substitute for Si during
growth of living diatoms. Following diatom death, the incorporated Al is exported with the
Sibiog debris [11, 27, 40, 58, 72, 123].

Incorporated Al is likely to inhibit the dissolution of Sibiog [4, 38, 40, 68]. This means that
at a high Aldiat/Sidiat ratio in living diatoms and thus the same ratio Albiog/Sibiog in biogenic
debris, less Sibiog will be remineralised. Furthermore, more silica will be buried and hence lost
from the system. Consequently, less Sidiss will be returned to the surface through upwelling,
resulting in decreased diatom production. This highlights a possibly important effect that Al
has on Si, and hence, potentially, the Earth system.

Converse to Al having an impact on the dissolution of Sibiog, Si can have an effect on the
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Figure 1.3: Aluminium cycling in the ocean. Just like the nutrients in Figure 1.2, dissolved Al enters
the ocean through dust deposition and sediment resuspension, while rivers, hydrothermal vents and
reducing sediments are negligible. Al is mostly removed by reversible scavenging (presented in the yellow
ellipse). The dashed arrow from aluminium to diatom frustules signifies incorporation of Al into diatom
frustules. The significance of this removal process is not well known yet, but it appears that it is small
(Chapter ??). Silicic acid (Sidiss) is presented as well, since it is an essential part of understanding Al
cycling. However, not all sources of Sidiss are presented in this figure; for this see Figure 1.2

release of Al from resuspended sediments. This release may be caused by desorption of adsorbed
Al (Alads) from Sibiog and dissolution of biologically incorporated Al (Albiog). Also lithogenic
particles may be dissolved, but the most obvious candidate for dissolution is Alads since that
is on the outside of Sibiog, instead of built in. This hypothesis is worked out and its simulated
effects are presented in Chapter ??.

1.3.3 Manganese

While in the open ocean manganese (Mn) exists in small concentrations, it is the twelfth most
plentiful element in the Earth’s crust [50]. In the ocean Mn occurs in many forms, among which
in dissolved form and incorporated in organisms and particles. From a chemical oceanographic
perspective two phases are the most important. One is dissolved Mn, Mn(II), available for
uptake by autotrophs. The other is oxidised Mn, MnOx, not bioavailable and subject to scav-
enging and aggregation [e.g. 45]. After phytoplankton death, incorporated Mn sinks together
with the dead material downwards, but most of the material remineralises before reaching the
sea floor. All significant processes of the manganese tracers are presented in Figure 1.4.

Manganese is an essential nutrient for all life. One important function of Mn for phytoplank-
ton is its role in photosynthesis, namely photolysis in photosystem II [18, 36, 32 pp. 209–19].
Photosystem II is the first protein complex in the light reaction (see p. 12) where photons are
captured and converted to chemical energy, namely stored in NADP+ (Section 1.2.3).

Reactive oxygen species like superoxide (O−
2 ) tend to quickly react with photosystem II,
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Figure 1.4: Manganese cycling in the ocean. Like all nutrients in Figure 1.2, dissolved Mn enters the
ocean through dust deposition, river run-off, sediment reduction and hydrothermal vents. The reactions
between Mn(II) (magenta box) and MnOx (red box below) occur everywhere in the ocean, but reduction
is significantly faster in the euphotic zone than in the aphotic zone. In this conceptual model of Mn,
sediment redissolution is neglected, as is the microbial loop.

decreasing its efficiency. Superoxide dismutase (SOD) enzymes catalyse the conversion of su-
peroxide into oxygen and hydrogen peroxide, hence protecting photosystem II. Diatoms need
Mn-SOD (or, less dominantly, Fe-SOD), which is the second important function of Mn [82, 104].
Simply put, Mn- and Fe-SOD destroy reactive oxygen species. Under conditions of deficient
Fe, which is used in photosynthesis as well, less Fe-SOD is created, hence less reactive oxygen
species are removed. This results in a decreased efficiency of photosystem II. Manganese can
compensate the destructive influence of reactive oxygen species by means of Mn-SOD. Mn
can also substitute Fe in some other biologically important reactions [82]. For these reasons,
Mn availability is especially important under low (bioavailable) Fe conditions [135 p. 16, and
references therein]. This is also referred to as co-limitation of Fe and Mn. In other words,
when too little Fe is present, Mn can compensate the effects of this deficit for a large part [162].
Co-limitation may occur in the Southern Ocean where both dissolved Fe and Mn concentrations
can be low [162].

An important mechanism of storing Mn in particles other than biological incorporation is
oxidation of dissolved Mn(II) on colloids to insoluble Mn(IV) (and possibly other oxidation
states, red box in Figure 1.4) and the subsequent aggregation by particulate matter (implicitly
presented as settling below the red box). Oxidation occurs everywhere in the ocean where oxygen
is available. This process can be strongly accelerated by Mn(II)-oxidising microorganisms,
primarily bacteria and fungi [29, 45, 91].

The reverse process is reduction, reducing Mn oxides to bioavailable dissolved Mn(II), i.e.
Mn2+. This process is significantly faster under the influence of sunlight, then referred to as
photoreduction. This is the most important reason why the Mn(II) concentration is relatively
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high in the photic zone. The relative speed of photoreduction compared to oxidation is impor-
tant for Mn(II) availability. A higher oxidation rate means more scavenging, hence more Mn
export. The full redox equilibrium reaction, in its most simple form, is given by:

MnO2 + 2 H+ 
 Mn2+ + 1

2
O2 + H2O ,

where reduction is to the right and oxidation to the left.
Just like Al, Mn enters the open ocean through dust deposition and possibly resuspended

sediments. Dust deposition is the second reason for high [Mn(II)] in the surface ocean. Espe-
cially in the centre/north Atlantic Ocean surface [Mn(II)] is high because of high dust input
from the Sahara, in combination with MnOx reduction [24, 47, 44, 97, 108]. Similarly, [Mn(II)]
is high in the northern Indian Ocean [163]. Rivers are another source of Mn to the ocean [8,
95]. Anoxic or suboxic shelves diffuse Mn(II) because sediment microorganisms reduce MnOx

if there is no more oxygen (or nitrate) left [12, 20, 110]. Finally, plenty of evidence is found of
manganese fluxing out of hydrothermal vents [9, 19, 21, 70, 140, 141].

While Al is reversibly scavenged by Sibiog, dissolved Mn first oxidises to MnOx, after which it
aggregates and is scavenged by particles. Probably lithogenic particles play the most significant
role, since sediment traps show a strong correlation between lithogenic particles and Mn [89].
The complete process may be more complicated than described above, e.g. because possibly
Mn forms ligands that stay in solution better than Mn(II) [144, 161]. These processes are not
presented in the simplified conceptual model in Figure 1.4.

Finally, Mn oxides are an important scavenger of other trace metals like Fe, cobalt and zinc
(A. Tagliabue, personal communication, March 2013). Hence, Mn availability does not only
directly impact biology but may also play a role in removing nutrients from the surface ocean.

1.4 Research questions
The focus of this thesis is the main processes that distribute aluminium and manganese through-
out the ocean, and their interaction with the carbon and silicon cycles of the ocean. For both
tracers state-of-the-art models are developed and simulations discussed. The Ocean Biogeo-
chemical General Circulation Model (OBGCM) used for studying the ocean distribution of Al
and Mn is NEMO-Pisces [96]. This model and the simulated distribution of several tracers
(Si, Fe and the dynamical variables) are described in Chapter 3.

As this thesis is part of the Geotraces programme, and collaborated with the West At-
lantic subprogramme, its aim is to interpret chiefly these measurements. Measurements at un-
precedently high resolution were taken in the West Atlantic Ocean, near the western boundary
currents, because of the highly important role of the western boundary currents. To interpret
the observations and to obtain an integrated understanding, numerical ocean models are used
in this thesis, that provide information on the time evolution of the ocean. Conversely, the mea-
surements provide a constraint on ocean models and can therefore be used to assess the model’s
reliability and/or improve the representation of the physical and biogeochemical processes in
the model.

1.4.1 Aluminium

The primary focus is Al, as this element can be used as a tracer for dust, a main carrier through
which many trace nutrients like Fe and Mn enter the ocean. Aluminium is important on its
own since it affects the Si cycle, but this effect is not studied thoroughly in this thesis. There
are several questions concerning mainly the processes of Aldiss and its distribution.
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Figure 1.5: Observations of (a) [Aldiss] (nM) and (b) [Sidiss] (µM) at the West Atlantic GEOTRACES
transect [170]. Dots are locations of measurements.

Firstly, how is the structure of the Aldiss distribution (Figure 1.5(a)) in the West Atlantic
Ocean explained, and why does [Aldiss] show a ‘mirror image’ of [Sidiss] (Figure 1.5(b))? In the
distributions of both tracers the main water masses can be recognised; chiefly NADW, hence
the overturning plays an important role. See Section 1.2.1 and its Figure 1.1 for a description of
all water masses. Clearly, a main source of Al is dust deposition and the internal cycling occurs
by means of reversible scavenging, mainly by Sibiog, and advection and mixing. In Chapter ??
these processes are included in an ocean model and its simulations reasonably reproduce the
observations in the upper few km of the ocean. However, at 45–50◦N near the sediment in
the West Atlantic Ocean, [Aldiss] is strongly elevated compared to the ambient seawater. This
cannot be easily explained by the just mentioned processes alone. The explaining hypothesis
is that sediment is resuspended in this region, and that after resuspension Al dissolves in the
seawater. This hypothesis is tested in Section ??.

Secondly, what is the sensitivity of different sources (or solubilities of the source particles)
and model parameters of Al to the ocean Aldiss distribution? Specifically, the effects of changes
in the solubility of Al in dust particles, in the internal scavenging parameters and in the redis-
solution of sedimented Al are tested in Chapters ??, ?? and ??.

Thirdly, does biological incorporation have an important effect on the Aldiss distribution
and how big are both the biological incorporation and its effect on [Aldiss]? If Al incorporated
into diatom frustules affects the solubility of the frustules, what kind of effects can we expect?
These questions are explored in Chapters ?? and ??.

Finally, in the same chapters the effects on the Aldiss and Sidiss distributions of using different
dynamics are explored.

For Al, model simulation studies have started with Gehlen et al. [74] and more recently
followed up with Han et al. [115], both described in Section ??. In this thesis comparable,
though extended, equations have been implemented in the more evolved model NEMO-Pisces.
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The embedded model of aluminium will be described in Chapters ?? and ??.

1.4.2 Manganese

The secondary focus is Mn, not because it is less important than Al, but because modelling
Mn in the world ocean has not been done before and hence the results are very preliminary. In
Chapter ?? a model of Mn in Pisces is introduced and compared with observational data. The
observations of the West Atlantic Geotraces transect is presented in Figure 1.6.

Figure 1.6: Observations of [Mndiss] (nM) at the West Atlantic Ocean Geotraces transect (courtecy of
Rob Middag). Dots are the locations of the measurements.

It is the first time that an ocean model for manganese is written and assessed. Several
questions concerning the distribution of Mn(II) in the ocean are investigated in Chapter ??,
namely:

Firstly, why is there no signal of the Atlantic Meridional Overturning Circulation in the
structure of [Mn(II)], as opposed to [Aldiss]?

Secondly, what makes the distribution of Mn(II) so relatively homogeneous in the inner
ocean, except for a few localised features where [Mn(II)] is notably elevated? The elevated
local features are located around 2.5 km depth at the Zero Meridian at 50◦ S (not presented)
as well as the West Atlantic Ocean at, and just south of, the equator (Figure 1.6), and at the
Denmark Strait overflow. These elevations in [Mn(II)] are hypothesised to be due to hydrother-
mal activity near those region. Dust deposition and photoreduction explain the high surface
[Mn(II)], especially under, and upstream of, dust deposition sites. This leaves the question of
the non-zero homogeneous [Mn(II)] ‘background’ distribution in the rest of the ocean. Even
though no unambiguous answer is given in this thesis, Chapter ?? discusses and (partly) tests
several hypotheses, among which an aggregation threshold of [MnOx], below which MnOx is not
removed from the model domain, and the possibility of an oxidation threshold, i.e. a minimum
[Mn(II)] before oxidation takes place. The latter may be interpreted as the existence of Mn
ligands, since these keep Mn(II) in dissolution. Other ideas are discussed as well.
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Chapter 2

Philosophy of modelling

Science is the ordering and creation of concepts, models, hypotheses, theories and explanations.
It is also the enterprise to measure, and to predict and explain phenomena in the universe. All
scientific statements, i.e. hypotheses, explanations, predictions and so on, must be testable by
means of measurements. Any experiment set up to test a certain hypothesis must be repro-
ducible. There are different ways to learn about reality, but they always involve a combination
of the empiricist and rationalist approaches. Modelling changes the focus from empiricism to
rationalism, i.e. the focus is more on theorising and less on measuring. At the same time, a
new type of empiricism is gaining ground. Models are used as empirically accessible systems on
their own, in a similar way as the systems in which we are ultimately interested: the real world
or a subsystem thereof.

For instance, an Earth system model1 is a theoretical construct with the goal to simulate
the real Earth. This is not necessarily based purely on fundamental theories, but it is nonethe-
less typically rationalistic in nature. Model simulations are like laboratory experiments, since
‘measurements’ are performed by reading variables that the simulation produces. Hence, the
model is an experimental set-up that can be used to test hypotheses. This highlights the em-
piristic nature of model simulation. However, clearly the ‘measurements’ in model simulations
are generally not to be thought of as measurements in the actual Earth system.

This chapter expands on the subject of modelling in science, especially oceanography. By
means of a philosophical introduction to science and modelling, several fundamentals of mod-
elling will be highlighted. Furthermore, it will be illustrated how simulations can be validated
with respect to observations, but also how they can be misinterpreted. This leads us to a certain
level of insight into how far the previously mentioned ‘measurement’ in model simulation can
be regarded as realistic.

2.1 Definition of a model

2.1.1 Models in general

In the literature several consistent and inconsistent definitions of (mathematical) model can be
found, as well as of theory. One definition of model that appears to be consistent throughout
several works is the following. A model is a realisation, representation or structure of a theory
in which all valid sentences of a theory are satisfied [3 p. 11, 5, 101, 147].2 This definition is
relatively strict in that it only applies to models of theories. Generalised to other domains of

1In this chapter a model is taken to be a quantitative or mathematical model, except when differently qualified
(e.g. conceptual model).

2This is complementary to that a theory is a collection of models, in the semantic view of theories [5, 31, 148].
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theories, a model may be a (partial) representation or substructure of a part or any number of
theories.

This definition of model is still too strict for the purpose of this thesis, even with a loose
definition of theory. It is strict in the sense that it does not allow for finite predictive uncer-
tainties and observational precision uncertainties (to be defined in Section 2.5). Hence, here
a broader definition, that allows for uncertainties and can be applied directly to observations,
is chosen. Henceforth, a model is a structure for which at least some sentences of one or more
theories, hypotheses or observations are satisfied.

More intuitively, a model is a virtual physical system that follows imposed mathematical
equations, derived from general theory (in case of a model of a theory) and/or parameterisations.
Parameterisations can be based on idealisations of theories and concepts, or on metaphores,
analogies and other principles, or they are based on observations [155 § 2.3.1]. Often a combi-
nation of general theory and parameterisations is necessary, where parameterisations substitute
representations of physical processes that cannot be explicitly integrated because of the lack of
knowledge of the modelled system and/or computational limitations [155, 152]. In the case of a
pure model of a ‘complete’ and correct theory, i.e. if the objects and structures of these equations
refer to the real physical system, the observations will be simulated (in a statistical-mechanical
sense, i.e. as long as chaotic behaviour is averaged out). The reverse need not be true. For
instance, in the case of a model that includes parameterisations, tuning of parameters is often
done to simulate the observations (again in a statistical-mechanical sense); this makes it difficult
to independently validate the model. In other words, a correct simulation of observations does
not imply the correctness of the model.

For instance, a numerical atmospheric model may generate a temperature field every timestep.
Assuming that the model is initialised with the (real or reanalysis) conditions at some moment
in the past, the temperature field in the model should be similar to the observed temperature,
as long as both the real and modelled temperature is averaged over a sufficiently large temporal
and spatial scale. Such averaging is necessary, since models are typically chaotic akin to the
real system. Small changes in the initial conditions, or model parameters, can after several days
result in large differences in model results, which is very important for weather prediction. In
this thesis models are forced by one-year climatologies and run until (quasi-)steady state. It is
shown that for most model simulations in this research indeed a (yearly average) steady state is
reached. Hence, chaotic behaviour is not relevant for the purpose of this thesis, and not further
discussed in this chapter.

2.1.2 Models of theories

Consider a model of a theory,3 not considering parameterisations at this point. The model
might not predict true values T of some variable that we are interested in. This may be the
case because there are problems with the implementation of the model, or it is non-linear which
calls for an average of an ensemble of simulations, or it is not a good model of the theory, or
the theory is not a good description of reality.

A perfect model of a theory is identical to the formalism of a theory. When an interpretation
(including the reference of the model objects to reality) is added to the formalism, the model
becomes a theory. For anti-realists this means that a perfect model is identical to a theory.
Only for a realist there is a significant difference between a theory and a perfect model of a
theory.4

3Here I use theory in a loose sense; it is any mathematical description of the world.
4Realism is the view that the world described by science is the real world, including objects that may be

part of a theory but are not observable. Anti-realism is the opposite of this and includes many types, including
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As an example of such a theory and model, consider Newton’s law of universal gravitation.
This law states that two masses attract each other with a force that is directly proportional to
the product of their masses and inversely proportional to the square of the distance between
them. In the form of an equation this is:

F = G
m1m2

r2
e (2.1)

where F is the force, G the universal gravitation constant, mi the masses, r the distance between
the bodies and e the unit vector directed from the one mass to the other. This equation alone
is the formalism of the theory, while the explanation of the symbols is the interpretation. Only
the combination of formalism and interpretation is a theory of gravitation.5 A perfect model
of the theory is simply the formalism, i.e. Eqn 2.1. In this specific case, the formalism of the
theory is identical to the model, hence the model is a perfect model of the theory.

Of course models are in practice amended with an interpretation as well, but that is not how
the term model is used here. Adversely, the interpretation is more important for the conceptual
model, where the formalism is significantly simplified such that it e.g. only contains signs or
directions and not actual numbers. The complementary conceptual model to the gravitation
model as given by Eqn 2.1 is a picture or a miniature model of the Sun, Earth, Moon etc.
From the picture one can determine the directions of the forces, while one needs Eqn 2.1 for
the numbers. In other words, a model is quantitative, while a conceptual model is qualitative.

As another example of a conceptual model, consider Figure 1.3, whose caption explains what
all terms mean (interpretation). Furthermore, (the dissolution of) dust is clearly a source of
Aldiss, increasing [Aldiss], while adsorptive scavenging is a sink, decreasing [Aldiss]. However, the
quantitative effects of all processes is not displayed in the figure and they cannot be derived
from it. Most of the formalism is left out, hence it is only a conceptual model.

Another example of a mathematical model is the aluminium ocean model described in
Section ??. This is something different from the just mentioned conceptual model. With
the mathematical model one can actually make quantitative predictions, while the conceptual
model is mostly interpretation and contains little formalism. Contrary to the gravitation model
(Eqn 2.1), the model of aluminium is not identical to the formalism of a theory, since the
formalism of the underlying theory is much too complex to be implemented. The underlying
theory describes a complex interaction between many different types of aluminium and silicon
particles. As an example, the effect of organic matter around biogenic silica has an impact
on the electric potential between Aldiss and Sibiog particles. This influences the tendency for
Aldiss to adsorb onto Sibiog. In the used model these effects are ignored (if not important) or
parameterised (if important) into a simple equation. In this model, described in Section ??, two
parameters are introduced, a partition coefficient kd and a first order scavenging rate constant
κ. These parameters, and the parameterisation (Eqns ?? and ??), introduce a parameterisation
error, but the idea is that after tuning the model is good enough to reasonably predict the
observations. This is illustrated by Figure 2.5(b). While the predictive uncertainty is large,
there is a significant overlap with the observational accuracy domain. Furthermore, the model
is implemented on a finite-resolution grid which introduces a numerical error. There may be

e.g. phenomenalism which is the view that physical objects do not exist in themselves, but only as perceptual
phenomena or sensory stimuli; instrumentalism which is the view that theories are only useful instruments to
understand the world; and structural realism which is the view that the structures of the theory are real but not
the objects itself.

5For simplicity Eqn 2.1 is called the formalism of a theory, but the complete formalism of the theory of
gravitation contains some extra equations like F = ṗ where the momentum p = mẋ; for the calculation of
velocities and locations of masses, these equations, together with the formalism, the boundary conditions and
typically for this case the initial conditions, are needed.
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problems in the underlying biogeochemical model (Pisces) and the dynamical model (OPA)
as well (see Chapter 3). These errors all affect the accuracy of the predictive capability of the
aluminium model, i.e. they increase the predictive error. Since this parameterisation only sim-
ulates the underlying processes (theory, reality, whatever you wish to call it) by approximation,
this model is not identical to the formalism of the theory. Hence, it is an approximate model
of the theory, assuming the underlying ideas, like electric potential being a cause of adsorption,
are somehow used in constructing the model.

2.2 The need for models
Many systems are outside of our reach of experimental control or are unintelligible if described
accurately. For these reasons, scientific modelling is an important tool. Models are often used
when theories are too complex to handle. Therefore, models are not a complete representation
of such a theory (even though they may utilise several theories at once). It is also possible
that there is no theory available, or only an incomplete one. In that case, models may actually
complement theories and describe phenomena that lack a good theoretical description [147].

With certain systems, it is very difficult or expensive to perform laboratory experiments.
These systems include the very small, like the quark-gluon plasma, and the very large, like
galaxies. The Earth is a relatively large system, but experiments can be performed on this
system. These include adding carbon dioxide to the atmosphere and painting rooftops white
in an attempt to cancel some of the consequences of the first. Of course the first example is
not an intended experiment since the addition of CO2 is a side effect of extracting energy from
fossil fuels (Section 1.1). The second example is intentional, but neither of the examples are
good scientific experiments. Since there is only one Earth to test our hypotheses on, it is not
possible to perform multiple climate experiments under controlled conditions.

For these reasons in many physical sciences modelling is important. For many systems,
models are so complex that it is not possible to derive analytical solutions. For the Navier-Stokes
equations, e.g., it is not known whether a general analytical solution even exists given any
initial velocity field.6 This is a reason why numerical modelling has become relevant. With
such models, hypotheses can be tested in a statistically meaningful way. From the results of
numerical models conclusions can be drawn along the lines of “This simulation based on this
hypothesis is consistent with the observations, hence it confirms the hypothesis.” or “Based on
this theory this phenomenon cannot be modelled, so the theory must be wrong.” Even though
the hypothesis or theory may seem to be verified or falsified, this may very well be for the wrong
reason. In modelling, intuition misleads the modeller into thinking that certain model objects
are very similar or functionally the same as objects in a theory or the real world. They are not.
They are only abstractions that do not trivially refer to objects in reality. The only thing that a
model might ‘do’ is being ‘isomorphic’ or similar to some part of a theory or the observations.7
Or there may be no theory available at all, in which case the model in question is a ‘toy model,’
a germ from which a theory may or may not grow – most often it does not.8 This theory may
or may not be ‘true’ – most often it is not. This sounds pessimistic, but this is actually good

6Solving this is one of the Clay Millennium Prize Problems.
7Models are only structures, to which we add interpretation to make sense of them. There is the possibility

that a model is structurally correct but philosophically wrong. It may give the correct answers for this reason
but may be still judged as being right for the wrong reason, because the interpretation is wrong.

8Such a model may be a fit to a guessed function. Another example is given by one of the solutions to the
manganese model issues described in Chapter ??, where oxidised Mn only settles if the dissolved Mn concentration
is above a certain threshold. Even though a scientific hypothesis has been formulated for this model at a later
stage, initially that model was not based on any theory or hypothesis. Even with further explanation, such a
model is often not very mechanistic and will therefore sometimes be named a toy model.
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science. The job of the scientist is to try to falsify hypotheses, sometimes even whole theories,
and certainly and always models. Models are often wrong and misleading (e.g. because of wrong
parameterisation or other incorrect assumptions). For this reason, they need to be critically
examined to find out whether they actually fulfil their purpose. They also need to be checked
for correctness: Do the objects and processes in the model refer to reality in a reasonable way?
Field and laboratory studies must be used for this. Models are not only validated in this way,
but also model development must be done in close collaboration with such studies.

Even though models may be wrong in a strict sense, they can be very useful. Models can
give insight and, if formulated and interpreted very carefully, may help further science.

2.3 Reproducibility and development
I have argued for the usefulness of models. Of course they must be written and implemented
correctly, and the simulations must be performed and interpreted carefully. However, there are
other issues to consider as well as a modeller. As noted in Section ??, experiments must be
reproducible since that is the only way to verify or falsifiable a result, a central principle in
the scientific method. For this a full description of an experiment must be given, such that
modellers can not only reproduce the results but also do derivative work that he or she should
be able to share with the community. In the case of models this amounts to the publication of
the source code as free software, such that it can be used, modified and redistributed without
restrictions.

There are other important aspects for reproducibility and effective development of models.
These include that model code should be clearly written, portable, modular, object oriented,
adhering to standards (e.g. the Fortran 95 standard) and accompanied with documentation,
and there should be version control. Petersen [155 p. 30–2] gives a short overview on these
issues. Nowadays many of these elements are incorporated in model development, but it is
still too common that the code is not available as free software. Therefore I will give in this
section the definition of free software and set out the central arguments for models to not only
be released, as has often been argued by for instance Galison [52], Ince et al. [150], but released
as free software.

For software to be free, its users must have these four essential freedoms [156]:

• The freedom to run the program, for any purpose (freedom 0).

• The freedom to study how the program works, and change it so it does your computing
as you wish (freedom 1). Access to the source code is a precondition for this.

• The freedom to redistribute copies so you can help your neighbour (freedom 2).

• The freedom to distribute copies of your modified versions to others (freedom 3). By doing
this you can give the whole community a chance to benefit from your changes. Access to
the source code is a precondition for this.

To enforce these four freedoms to a program, the program must be released either under a free
licence or in the public domain (though the latter is not possible in many jurisdictions). A
widely used example of a licence giving the user the four freedoms is the GNU General Public
License (GPL). There are two optional requirements that can give protection to the work and
author without the need to impede on the above freedoms. The first is copyleft, imposed by
the GNU GPL, which amounts to giving users of derivative software the same four freedoms by
releasing all derivative work under the same or compatible licence. The second is attribution,
giving credit to the author.
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The scientific modelling process is the translation from theory or concepts to model code.
Many steps are involved in this process, starting with the translation from the theoretical con-
cepts, often represented in a conceptual model, to a mathematical model. Often the equations
are approximated in this process. After this step, further simplification (like parameterisation)
and discretisation is needed before the model is implemented in computer code [155 p. 30]. The
mathematical model is always presented in the scientific literature in more or less detail. How-
ever, most literature in ocean and climate modelling does not publish the computer code, and
this is a problem.

Assuming that the description of the mathematical model is detailed enough for a good
understanding of the model, a fellow scientist can reimplement the model and he should be able
to reproduce the results of the simulations presented in the literature. However, this is often
not done for at least two reasons. Firstly, it is very time consuming to reimplement the model,
while reusing the code would be much more time efficient. Secondly, even if the time is invested
in reimplementing the model, it is often not possible to reproduce the results. If you do not
have the original code, it may be impossible to determine where the problem lies. This may be,
for instance, because of several types of ambiguity in the model description, or configuration
details in the software environment [150].

Since there are many steps involved where things can go wrong from the theoretical concepts
to running the model, one must be able to verify every step. The most essential part of this,
which is often ironically left out of publications, is the source code of the model. Some climate
scientists argue that “anything less than the release of source programs is intolerable for results
that depend on computation” [150]. Furthermore, using, studying and changing the model must
not be restricted in either technical or legal way, hence freedoms 0 and 1 are central to this
argument. Auxiliary programs and scripts used for compiling the model and doing complicated
analyses are desirable to be published as well, alongside the model code, since this is part of the
chain of conceptualising real-world processes to the point of analysing the simulation output.

The arguments in this section go further and include freedoms 2 and 3 who ascertain that
the model can be developed by the community. This also implies that many more people can
analyse the code and model simulations. Software freedom may be seen as a moral obligation,
but there are also direct practical advantages, such as the higher probability that bugs are found
in the implementation. In this sense climate scientists can learn a lot from the free software
community, where software freedom is often a requirement in the social contract or guidelines of
the community.9 A similar requirement should also be present within the modelling community.
To stimulate this, science funding agencies and journals may add this as a condition. Also the
use of copyleft is a method to enforce software freedom.

The model used in this work (NEMO-Pisces, see Chapter 3) is an example of free software
that gave rise to this work and other derivative models [e.g. 166], which in turn are also released
as free software. Also the source code of the aluminium and manganese model in this thesis
has been published, and, because of copyleft, under a free licence equivalent to that of NEMO.
However, not all code based on NEMO and other free software are released. Studies have been
published using extensions of the model that are only described with the help of prose and
(often incomplete) equations. Even though this practice is probably compatible with any free
software licence since the licences only concern the code of the program and not the equations
on which it is based or the simulation output, it is undesirable because the results are much
harder to verify [e.g. 150].

To conclude, models can be useful, and they are of much greater use when they are free
software than when they are not. Hence, it is commendable that all relevant source code should

9An example of such guidelines is the Debian Free Software Guidelines (DFSG), which is used as a basis for
the development of Debian GNU/Linux.
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accompany the publication of a model or publications based on that.

2.4 General circulation model
One type of numerical model is the General Circulation Model (GCM). This can be regarded as a
specific type of box model [14 pp. 15–22, 275–7, 102 pp. 10–5] with typically a very large number
of boxes (> 105), and hence computationally intensive [64 § 2.1.1, 102 pp. 215–21]. Such models
may simulate geophysical fluids like the ocean and the atmosphere. General Circulation Models
are discretised versions of the Navier-Stokes equations, classical mechanics generalised to fluids,
together with several other equations for thermodynamics and radiation [138 pp. 77–82].10

Analytical steady-state solutions of the Navier-Stokes equations exist only for a few artificial
systems. Therefore, these equations are either approximated to equations that can be solved
analytically (e.g. reducing the equations to the Eady model for which bottom friction is neglected
and the f -plane approximation is applied (β = 0), or they are solved numerically (i.e. within
GCMs). In the first case, an approximation of the equations is solved exactly, while in the
second case, the full equations are solved approximately, hence in both cases the solutions
are approximations. Because of computational limitations, the Navier-Stokes equations are
typically also approximated when they are solved numerically. For instance, in ocean models
the Boussinesq approximation is applied. After these kind of approximations, the equations
need to be discretised, since computers are discrete as well and there is only finite memory
and computational power in a computer [1]. This goes together with a number of assumptions.
There are no hard and fast rules for writing and implementing such a model: it is more of an
art than sound craftsmanship.

One of the most difficult issues in writing a GCM is the handling of subgrid processes. At
any finite resolution, be it 1000 km or 1 m, there will always be processes not described by
the model. One of the quantities that cannot be calculated correctly from any GCM is the
kinetic energy. There will be more kinetic energy at smaller and smaller scales until viscosity
gets important where energy dissipates (energy cascade). This occurs at the Kolmogorov length
scale (less than 1 mm). At that scale turbulence converts kinetic energy into heat [118 pp. 89–94].
However, on the resolution where this takes place, no geophysical fluid model exists since that
is computationally unfeasible.

The difficulty is that in a model with a finite resolution, climate variables are not calculated
on subgrid scales even though they may be significant for processes on supergrid scales. This
calls for parameterisations (Section 2.1). Typically, parameterisations express unresolved pro-
cesses through (large-scale) modelled quantities [e.g. 155 p. 24]. Eddy diffusion is introduced
as a parameterisation that accounts for subgrid dynamics. The introduced parameters, the
eddy diffusivities (or eddy diffusion coefficients), replace molecular diffusivity in the equations.
Molecular diffusion is of no relevance for modelling geophysical fluids. The coefficients for (eddy)
diffusion depend on the spatial scale and hence the values of the horizontal and vertical diffusion
are different from each other.

The resulting GCM, including these subgrid parameterisation, should be something that
works, if the art is done well. This means that observations can be reproduced sufficiently well

10To be more precise, the Navier-Stokes equations are the combination of Newton’s second law (F = ṗ) and
the postulate that the fluid’s stress is the sum of a diffusing viscous term and a pressure term. When interpreting
every term in the equations as objects in the real world (e.g. “p represents the rate of change of momentum,
where momentum represents the mass (resistance of being accelerated) times the rate of change of the position.”)
one arrives at a theory of fluid dynamics. The mentioned equations are a perfect model of this theory. We see
that the Navier-Stokes equations utilise only part of classical mechanics, and there are extra assumptions needed.
We say that the Navier-Stokes equations are a model of classical mechanics applied to fluids. But it is also a
idealised model of statistical mechanics [155 pp. 23–4].
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for the purposes of the research.
The model may be run with different sets of boundary conditions. Boundary conditions

include initial conditions and (variable) forcings. Consider for example an atmospheric GCM,
or coupled model, to project future climate. Initial conditions, ideally based on current ob-
served climate variables, are important for at most the first several decades [111]. Beyond that
timescale the initial conditions are no longer relevant for prediction. Rather other boundary
conditions and model uncertainty are more important [121]. Among such boundary condi-
tions are solar radiation and the average concentration of carbon dioxide in the atmosphere
(forcings). Other boundary conditions include those at the ocean–atmosphere interface, the
land–atmosphere interface and the top of the atmosphere. The latter is defined in an arbitrary
but practical way; this is part of the art of modelling. On longer timescales variability in the
deep ocean is important, which calls for the coupling of the atmosphere with an Ocean GCM
(OGCM). This implies the need for boundary conditions at the ocean–sediment boundary. On
even longer timescales a sediment model may be included, in which case a deeper boundary
within the sediment is defined.

All this depends on the amount of complexity that you need to do a future climate projection,
and the timescale on which you want to do the projection. Of course a limiting factor is also our
lack of knowledge about parts of the Earth system. If carbon dioxide would not be prescribed,
one would need a full carbon cycle and socioeconomic model as part of the system. In that
case, long-term climate projections would become climate forecasts. However, reliable models
of that kind do not exist at the moment and will probably not be developed in the near future,
since human behaviour is effectively unpredictable.

2.5 Errors in observations and models
In this section I will set out how to judge how well a model performs with respect to the
observations (how reliable [155] it is), and how this relates to the accuracy of the measurements
and the predictive error of the model.

If some modelled variable and the corresponding measured variable coincide sufficiently
(Section 2.5.2), the model may be reliable, but it may also give the right results for the wrong
reasons. This means that in principle such a result does not say anything about the intrinsic11

goodness of the model, but it does say something about the reliability of the model, or how well
it performs within the context where it is used.

If the model simulation output and the observations are not sufficiently similar, the model
is not reliable.12 In that case, if the model is based on a theory, most likely it is not a good
model of the theory. However, if it is a good model of the theory (for instance when the model
is isomorphic to the formalism), either the theory or the observations are wrong. If in that case
the observations are correct, the model provides evidence for the falsity of the theory.

Section 2.5.1 introduces the concepts precision and accuracy and illustrates them with Al and
Mn data. Section 2.5.2 presents a statistical measure of goodness of fit of the model simulation
compared to the observations.

2.5.1 Observations

The measured value of an observable (shortly: measurement) is never equal to the real value
of the observable (shortly: true value). The observational error consists of at least a random

11Realists and structural realists would say ontological, while empiricists and the like would probably not care.
12In the case of chaotic behaviour, an average of an ensemble of simulations with small variations in the internal

state or boundary conditions of the model may be taken to compare with the observations.
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Figure 2.1: Accuracy is the proximity of measurement results to the reference value. Precision is the
reproducibility of the measurement (based on http://commons.wikimedia.org/wiki/File:Accuracy_
and_precision.svg).

error and potentially a systematic error (also named bias or accuracy):

measurement = real value + bias + random error . (2.2)

Figure 2.1 presents a hypothetical measurement, or average of several measurements, with
a probability distribution around that value. The typical spread of this distribution is the
precision or reproducibility of the measurement. The random error lies, with a high probability,
within the precision. Another value in the figure is denoted as reference value. The difference
between this value and the measured value is the accuracy of the measurement. Ideally the
reference value is equal to the ‘truth’ or ‘real value’, but that is empirically inaccessible.

In the case of recent oceanographic programmes like Geotraces, so called ‘reference sam-
ples’ were taken, of which subsamples were sent to different laboratories. There the values
were determined with the methods used by the respective laboratories. An independent referee
derived ‘consensus values’ from these samples are derived. These consensus values are used as
reference values. Henceforth, both truth and consensus value may be used for the reference
value, and the difference between these terms is of no further use for the goals of the rest of the
thesis.

The dissolved Al data at the Bermuda Atlantic Time-series Study (BATS) from the Geo-
traces cruises by Royal Netherlands Institute for Sea Research (NIOZ) were checked for accu-
racy by comparison with the consensus values calculated from an independent referee. This lab
had received seven reference values from the cross sections of seven different cruises, including
the values that were determined by NIOZ. Of these cruises one reference value was removed,
leaving six values. These reference values were averaged, resulting in a consensus value, which is
here considered as the true value. These values are listed in Table 2.1, together with the values
determined by NIOZ. The observations by NIOZ have accuracies (compared to the reference
values) that are smaller than the precisions of both the consensus and NIOZ values. Further-
more, the profile at the BATS shows a good comparison with another cruise (Figure 2.2). The
differences between the two are notable, but this is because of variability (at a timescale of
seasons or more).
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[Aldiss] (nmol kg−1) Consensus Middag et al.
SAFe S 1.67± 0.10 (n = 6) 1.68± 0.03 (n = 4)
Geotraces S 27.5± 0.2 (n = 6) 27.4± 0.3 (n = 12)
Geotraces D 17.7± 0.2 (n = 6) 17.5± 0.3 (n = 21)

Table 2.1: Consensus values of [Aldiss] in the SAFe and Geotraces reference samples as of November
2011 and the according values of those determined by NIOZ (Middag et al.).

Figure 2.2: [Aldiss] at the NL 2010 (Bermuda) station: good agreement with US 2008. Aldiss data by
Middag [135] and Brown and Bruland [112]. Redrafted after Cutter and Bruland [146].

This has also been done for dissolved Mn, but with more than six samples (Table 2.2). Again,
the BATS intercomparison or cross-over station showed excellent agreement between sampling
and processing systems used by NIOZ. In this case the distributions of the measurements from
NIOZ lie within the precision of the consensus values. In other words, the accuracy is smaller
than the precision of both the consensus and NIOZ values, i.e. the reference value lies within
the bell curve of Figure 2.1.

[Mn(II)] (nmol kg−1) Consensus Middag et al.
SAFe D2 0.35± 0.05 0.33± 0.01 (n = 24)
Geotraces S 1.46± 0.14 1.47± 0.03 (n = 10)
Geotraces D 0.21± 0.03 0.18± 0.01 (n = 5)

Table 2.2: The BATS intercomparison or cross-over station used by the NIOZ (Netherlands).

Besides the good agreement with the consensus values, the measurements also agreed well
with an independent lab. The profiles of both laboratories at BATS are presented in Figure 2.3.
The difference between the two profiles is significant mostly in the mixed layer. Furthermore,
these Mn profiles are also consistent with the profiles determined by Landing et al. [e.g. 48].
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Figure 2.3: [Mn(II)] at the NL 2010 (Bermuda) station: good agreement two different methods of two
labs with independent primary lab standards prepared by Rob Middag at NIOZ and Geoffrey Smith at
UCSC. Samples were analysed by Rob Middag both at sea (FIA NIOZ) and in the lab (ICPMS UCSC).
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Figure 2.4

Figure 2.4 shows the correlation between the two methods of analysis for the determination
of [Mn(II)], shipboard and laboratory measurements, by NIOZ (courtesy of R. Middag). There
is a very good agreement between the shipboard and mass spectrometer analyses, which strongly
suggests a high observational accuracy.

NOTE MvH: The seawater can be contaminated, though!

2.5.2 Model validation

A model can make predictions of variables in a system. How these predictions relate to obser-
vations and the true state of the system is depicted in Figure 2.5. This figure describes all, if
not more, quantitative aspects of the reliability of a model simulation relevant for the purposes
in this thesis. For a wider typology of uncertainties, refer to Petersen [155].

The reference value T (or truth) is represented by the green circle, and the measured value
O (or observation) by the blue circle. The dotted circles around observation O and prediction
P represent the typical spread in the measurements. More precisely, they represent levels of
constant probability density of P and O, respectively, e.g. such that the integrated density
outside their circles are 5 %. The observation-related objects on the figure are identical to those
in Figure 2.1.

The observation O should be close to T . The distance between O and T is the accuracy of
the observation. Of course, T and hence the accuracy and the predictive error are not known.
If there is no systematic error in the method of measurement, the truth T lies within the
observational precision. The precision is also referred to as reproducibility and is equal to the
standard deviation of several measurement of a certain reference sample.

A modelled value P (prediction) of a variable should be as close as possible to the true value
T . The smaller the difference between P and T , the more predictive the model is. Therefore
this distance is simply called the predictive error. This error consists of structural errors,
including the errors of the underlying model structure and its parameters. Also numerical
errors, ideally negligible, are part of the (implemented) model structure, hence they are part of
the predictive error. As with observations, models know a sort of reproducibility, which is here
referred to as predictive uncertainty. This uncertainty includes internal variability and other
chaotic behaviour. In the Al and Mn models in this thesis (Chapters ??, ?? and 7) interannual
variability and chaotic behaviour from the model’s dynamics do not occur because the dynamics
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Figure 2.5: Accuracy, precision, residual, predictive error and predictive uncertainty. The green circle
represents the true value of a variable (T ), the blue circle is the observation (O) and the red circle is
the prediction (P ) by the model. The random error of the observation is the precision and the error of
the model is the predictive uncertainty. They are represented by the large dashed circles around O and
P . The distance between the observation and the truth is the accuracy. The residual is defined by the
distance from the prediction to the observation, while the distance to the truth is called the predictive
error. In (a) there is no overlap between the domain of predictive uncertainty around P and the domain
of precision around O, which signifies a wrong prediction, while there is a big overlap in (b), hence in
that case the prediction is relatively good. This figure is loosely based on Stow et al. [126], though the
terminology is different from theirs.

are prescribed by a climatology of one year (Chapter 3), and the trace metal models are linear
and do not feed back to the underlying model, and the model simulations are ran to a steady
state. There is a seasonal cycle of Al and Mn in the model, but it is small. This type of model
(and the way its output is analysed) amounts to a predictive uncertainty of zero. The only
probabilistic quantities left are the predictive error and the residual. Furthermore, numerical
errors are assumed to be small. Hence, the predictive error only concerns the free range of
possibilities in choice of parameters and the correctness of the model. Those are not probed,
except for a small number of sensitivity simulations in the core parameters of the Al and Mn
model (not the underlying NEMO-Pisces model). Besides that, to some extent the parameters
are tuned such that the model better reproduces the measurements, i.e. minimises the residual
(and generally with that the residual). This does not mean, however, that the predictive error
can always become zero; the total degrees of freedom of the 3-D model (taking only the yearly
average of a quasi-steady-state year) is much higher than the number of tunable parameters.

As long as the precision and accuracy are small compared to the predictive error, one can
decrease the predictive error by decreasing the residual, i.e. the difference between the prediction
and the observation. This is important, since the observations are known, while the truth is
empirically inaccessible. The goodness of fit measures the performance of a model. It is defined
as some function of the residuals, and modellers typically try to optimise the goodness of fit.

In Section ?? several goodness of fit functions are introduced. In Figure 2.5(a) there is no
overlap between the domain of predictive uncertainty around P and the domain of precision
around O, which signifies a wrong prediction and should correspond to a low goodness of fit,
while there is a big overlap in Figure 2.5(b), corresponding to a high goodness of fit, hence in
that case the prediction is relatively good.

2.5.3 Models of observations

Let us go back to our original definition of model: a structure in which at least some sentences
of a theory, hypotheses or observations are satisfied. Consider again the aluminium ocean
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model. Imagine that the dissolved aluminium concentration Adiss of 1.00±0.01 nM is observed
(the 1.00 nM being the measurement and 0.01 nM the precision) at coordinates (x, t), while the
model predicts a Adiss(x, t) of 0.90±0.05 nM (the 0.90 nM being the prediction and 0.05 nM the
predictive uncertainty). This corresponds to Figure 2.5(a), where the two circles are disjunctive.
In other words, the predicted sentence “Adiss(x, t) = 0.90±0.05nM” is clearly wrong with respect
to the measurement. However, this does not imply that the model is useless. The demand is
that there are at least some sentences true. So if the model also predicts that Adiss(x′, t′) =
7.0±0.5 nM, and the observations contain the sentence “Adiss(x′, t′) = 7.2±0.1nM”, there is such
a good overlap (the observational accuracy is even encapsulated by the predictive uncertainty)
that one may say that the model satisfies this sentence.

The main point here is that even though there are uncertainties in both the model simulation
results (which may be an ensemble average to account for chaos) and the observations, a model
may reproduce observations to a sufficient degree. And even if some observations are not
reproduced, this does not mean the model is not useful. Of course, one should define a goodness
of fit function for Adiss on the whole model domain, or a useful subset of it, as is done in
Section ?? for the Al model. Only then one can decide how useful the model is.

2.6 Epilogue
Besides projecting future climate, models are used to test our knowledge of the real world. If
base assumptions about the Earth are put into the model, the phenomena in the real world
should be seen in the models as well. If that is not the case, the model or our understanding of
the world is wrong. This approach will be applied in Chapters ??, ?? and ??.

Instead of trying to model the real world, it is also possible to do sensitivity simulations in
which boundary conditions or internal variables of a model are changed. The effect on the system
(e.g. the change in surface temperature or the effect of pollution on certain plants) may then
be quantified relative to the perturbation in the boundary condition or internal variable. This
is a way to find out what the most important processes in a model are. This approach will be
applied in Chapters ??, ?? and ??. If the model shows a high goodness of fit with observations,
these processes may be the most important ones in the real system. These processes should be
looked at most carefully when modelling the Earth or when changing things on our Earth.
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Chapter 3

The model

For the studies in this thesis, the three-dimensional distribution of dissolved Al and dissolved
Mn have been simulated with numerical models. These models are embedded in the biogeo-
chemical model NEMO-Pisces [96, 100]. This chapter sets out the relevant details of NEMO
and Pisces, while the Al and Mn models are described in the subsequent chapters. A definition
and philosophical remark on modelling is given in Chapter 2. This model has been employed for
many other studies concerning trace metals, as well as large scale ocean biogeochemistry [e.g. 96,
106, 119, 120, 137]. In the simulations described here, Pisces has been driven by climatological
(i.e. for a typical or average year) velocity, temperature and salinity fields obtained from the
general circulation model called Nucleus for European Modelling of the Ocean (NEMO). This
is also referred to as running Pisces off-line, while running it coupled to the dynamical part of
NEMO, including possible feedbacks from the biogeochemistry to the dynamics, is referred to
as an on-line simulation (not done in this thesis).

NEMO is a framework for ocean models [116].1 Its seawater and sea ice (thermo)dynamics
components are Océan PArallélisé (OPA) and Louvain-la-neuve Ice Model (LIM), respectively.
Furthermore, Tracer in the Ocean Paradigm (TOP) models the biogeochemistry. TOP contains
both transport (TRP) and sources minus sinks (Lobster, Pisces).2 The framework NEMO
is intended to be a flexible tool for studying the ocean and its interactions with the other
components of the Earth’s climate system (atmosphere, sea ice, biogeochemical tracers, ...)
over a wide range of space and time scales.

Besides these general considerations, NEMO-Pisces has been used with ORCA2, one of
its standard configurations. This configuration resolves all dominant water masses and has a
high enough resolution to resolve the relevant processes studied in this thesis. Its resolution is
similar to that of an observational dataset that is intensively used in this work. In both the
resolution and the modelled tracers, this model is flexible enough for our purposes of modelling
trace metals, but at the same time it does not introduce too many degrees of freedom. That
would complicate matters in the sense of underdetermination of the model parameters, and
computational integration time.

3.1 Configuration
All model fields are defined on the ORCA2 coordinate frame (or grid), an irregular grid covering
the whole world ocean with a nominal resolution of 2◦× 2◦, with the meridional resolution

1NEMO and its components are released under the CeCILL (CEA CNRS INRIA Logiciel Libre) licence,
an international free software licence that is explicitly compatible with the GNU GPL. Its source code can be
downloaded from www.nemo-ocean.eu.

2In this thesis only Pisces is used, not Lobster. Neither Lobster nor Pisces are acronyms.
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Figure 3.1: The ORCA2 coordinate frame. The nominal resolution is 2◦×2◦, with the apparent singularity
at the north pole removed, and increase in resolution near the equator, near Antarctica and in several
large seas. This grid is the same at all model depth levels [56, 55].

increased near the equator and Antarctica, and both the meridional and zonal resolutions in
the Mediterranean, Red, Black and Caspian Seas. On the northern hemisphere, it has two
coordinate singularities, one in Canada and the other in Russia. More usual grids, like the
commonly used geographic projection and the Mercator projection, have their singularity at the
geographic north pole. The problem with this is that the north pole happens to be in the sea
(the Arctic Ocean). Hence, it is not possible to integrate the primitive equations near the north
pole on a geographical projection. Since a coordinate singularity is an apparent singularity, it
can be removed by choosing a different coordinate frame. One such a frame is the ORCA2
grid that has removed the coordinate singularity from the geographic north pole to points on
land which lay outside the effective model domain. The grid has no singularity on the southern
hemisphere, since it is not defined south of 78.2◦ S. Figure 3.1 presents the ORCA2 grid laid
over the geographical grid. The vertical resolution of the ORCA2 grid is 10 m in the upper
100 m, increasing downwards to 500 m, such that there are 30 layers in total and the ocean has
a maximum depth of 5000 m [56, 55].

3.2 Dynamical model: OPA
The dynamical component of NEMO is OPA, optionally coupled with the sea ice component
LIM. The OPA model is a General Circulation Model (GCM) that numerically solves the prim-
itive equations on a rotating sphere (the Earth). These equations consist of approximations of
the Navier-Stokes equations (conservation of momentum), the continuity equation (conservation
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of mass) and the equation of state (relating temperature, salinity and density). In all Ocean
GCMs (OGCMs), including OPA, several approximations are made. Firstly, the geometry of
the ocean is assumed to be spherical and thin compared to the radius of the Earth. Secondly,
the effect of density variations are neglected, except when they give rise to buoyancy forces
(Boussinesq approximation) and assuming incompressibility. Thirdly, parameterisations are in-
troduced (simulating subgrid processes using the turbulent closure hypothesis and convection
assuming hydrostatics) [64 pp. 36–44, 138 pp. 77–92, 153 pp. 12–14]. The next subsection gives
the equations (details are to be found in Madec et al. [153]).

3.2.1 Model equations

The development of any conservative tracer T follows the tracer conservation equation, which
is given by:

∂T
∂t

= −∇ · vT +∇ · (D · ∇T ) , (3.1)

where t is the time, and the first term on the right-hand side is advection with v the 3-D
advection velocity. The second term represents diffusion, where D is the diffusivity tensor.

It will be assumed that the fluid is incompressible (∇ · v = 0), hence advection is simplified
to −v · ∇T . Furthermore, molecular diffusion is negligible and here the diffusion term is rather
eddy diffusion or turbulence, parameterising subgrid processes. This term can be presented by
one scalar for the horizontal diffusion and one for the vertical (assuming the fluid is Newto-
nian, incompressible and isotropic). Hence, (eddy) diffusion is simplified to A∇2

H + νE∂
2/∂z2,

with ∇H the horizontal divergence, and where A and νE are the horizontal and vertical eddy
diffusivity coefficients, respectively. An eddy-induced velocity vGM is calculated, following the
Gent-McWilliams eddy parameterisation scheme [34, 46].

Since all tracers are advected and mixed according to the same equations, these effects may
be put together in a generic operator Γ, following Sarmiento and Gruber [102 p. 115]:

Γ :=
∂

∂t
+ (v + vGM) · ∇ − A∇2

H + νE
∂2

∂z2
. (3.2)

Γ may be interpreted as all conservative ‘transport’ processes, where ‘transport’ includes both
advection by the velocity field, and eddy diffusion. The Γ-notation is used for convenience since
we are primarily interested in the biogeochemistry, and advection and eddy-diffusive mixing
applies to all tracers in the same way. The result is that the conservation equations for the
dynamical tracers reduce to:

Γ(T ) = 0 , (3.3)

where boundary fluxes are not included.
The primitive equations, including boundary fluxes, are

∂vh

∂t
+

[
(∇× v)× v +

1

2
∇v2

]
h

= −fk × vh −
1

ρ0
+ D +Fv (3.4a)

∂p

∂z
= −ρg (3.4b)

∇ · v = 0 (3.4c)
Γ(T ) = FT (3.4d)
Γ(S) = FS (3.4e)

ρ = ρ(T, S, p) , (3.4f)
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where v and vh are respectively the three- and horizontal velocities, z is the vertical coordinate,
ρ is the in situ density given by the equation of state (last equation), ρ0 is a reference density,
p the pressure, f is the Coriolis acceleration, and g is the gravitational acceleration. Fv, FT

and FS are the surface forcing terms [153], which are described in the next subsection.

3.2.2 Boundary conditions

Precipitation, evaporation, river runoff and solar radiation have an effect on salinity and temper-
ature, and hence the density of seawater (equation of state), which feeds through the pressure
gradient into the Navier-Stokes equations (or primitive Eqns 3.4 in the model). All mentioned
forcings also affect mixing, which has an influence on the currents as well. River inflow is
specified as a fresh water flux at the river mouth. At the solid boundaries (sediment and coast-
lines) the seawater flow is parallel to the boundary, and heat and salt fluxes are neglected.
At the interface between sea ice and the ocean, heat, salt and fresh water are exchanged, and
temperature and salinity in the upper model layer are calculated.

In this thesis climatologies from simulations with two different air-sea boundary conditions
have been used. Both use the ORCA2 configuration and solve the same primitive equations,
and both sets of boundary conditions were derived from observations (satellite-derived data
and re-analyses). Both model simulations are forced at the surface by heat and freshwater
fluxes obtained from bulk formulae that are functions of wind, sea surface temperature, and
evaporation minus precipitation. The differences between the forcings are described next.

Dynamics I

Daily wind stress based on European Remote Sensing (ERS) satellite data is used for the tropics,
and NCEP/NCAR re-analysis data for the polar regions [54, 69]. Surface salinity is restored
with a timescale of 60 d towards the seasonal Polar Science Center Hydrographic Climatology
(PHC) dataset to avoid model drift [92]. The last year of this simulation is used as our one-year
‘climatology’ with a resolution of five days of the dynamics. Henceforth this climatology is
referred to as Dynamics I, since it corresponds to the earlier Al simulations performed in this
thesis, especially Chapter ??, as well as the Mn simulations (Chapter 7).

Dynamics II

The other climatology is based on DFS3, a forcing dataset based on uncorrected surface at-
mospheric state variables of ERA-40 extended in time until 2007 with fields of the ECMWF
operational analysis, and the radiation and precipitation products proposed by Large and Yeager
[79], Uppala et al. [93]. The wind velocities are taken from ERA-40, the Re-Analysis performed
by ECMWF of the global atmosphere and surface conditions for 45 years, over the period from
September 1957 through August 2002 [93]. The model was initialised from the ocean conditions
in 1958 from Levitus et al. [61]. A more detailed description of the creation of this dynamics
can be found in Brodeau et al. [128]. From this simulation years 1959 to 1972 were averaged
to obtain a monthly climatology with a reasonable Atlantic overturning (next section). This
climatology will be referred to as Dynamics II and corresponds to the later simulations of alu-
minium in this thesis, especially in Chapter ??. Chapter ?? utilises both dynamics, and only
when relevant for the simulation it will be noted which dynamics is used.
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3.2.3 General characteristics

Surface currents

Figure 3.2 presents the annually averaged surface velocity field of the OPA output, for both
dynamical forcing fields. Both show the main features of the ocean circulation such as the
equatorial current systems, the western boundary currents (among which the Gulf Stream and
Kuroshio) as well as the Antarctic Circumpolar Current. There are minor differences between
the two dynamics. For instance, the equatorial currents are weaker in Dynamics II.

(a) Dynamics I (b) Dynamics II

Figure 3.2: Modelled velocity at the surface, yearly average. The colour indicates the speed in m/s,
while the vectors represent the direction of the flow. Vectors are plotted at every fifth gridpoint.

Meridional overturning circulation

Figure 3.3 presents the Overturning Stream Function (OSF) of the Atlantic Ocean for both
dynamics. The OSF is defined as the zonally (through the basin) and vertically (from the
surface downwards) integrated meridional current speed. It is used as a measure for the Atlantic
Meridional Overturning Circulation (AMOC, Section ??). The upper overturning cell has a
strength of about 14 Sv (1 Sv = 106 m3 s−1) in both dynamics. Observations suggest higher
values of about 19± 5 Sv [75, 105, 142].

(a) Dynamics I (b) Dynamics II

Figure 3.3: Atlantic Overturning Stream Function (OSF), a measure for the AMOC in Sv (1 Sv =
106 m3 s−1). The erratic behaviour at 36◦N is an artefact from cross-land mixing through the Strait
of Gibraltar. This is a model parameterisation that attempts to resolve the problem that the Strait of
Gibraltar is significantly smaller than the model resolution, while the fluxes between the Atlantic Ocean
and the Mediterranean Sea are important for the world ocean.
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Even though both dynamics reproduce the AMOC, there are pronounced differences between
them. Firstly, the maximum southward flux is at 2 km depth in Dynamics I, while this is deeper
for Dynamics II. Secondly, the lower cell is much stronger in Dynamics I compared to Dynamics
II. The value of 3 Sv in Dynamics II is more realistic than the 7 Sv of Dynamics I [75, 142].
This has significant consequences for biogeochemical tracers, among which dissolved aluminium
(Aldiss) and silicic acid (Sidiss). The effect on [Sidiss] is presented in Section ?? and the effect
on [Aldiss] is discussed in Section ??.

3.3 Biogeochemical model: Pisces
The model Pisces simulates the cycles of carbon, the major nutrients (nitrate, phosphate, am-
monium, silicic acid) and the trace nutrient iron, along with two phytoplankton types (nanophy-
toplankton and diatoms), two zooplankton grazers (micro- and mesozooplankton), two classes
of particulate organic carbon (small and large) with differential settling speeds, as well as calcite
and biogenic silica. The Pisces model distinguishes three silicon pools: the silicon content of
living diatoms (Sidiat), the silicon content of dead settling diatoms (Sibiog), and dissolved silicic
acid (Sidiss). In the model, Sidiss and other nutrients are supplied to the ocean by means of at-
mospheric dust deposition and rivers, while iron enters the ocean additionally through sediment
remobilisation [96].

In this section several details important for trace metal modelling will be discussed. These
details include how the Pisces tracers behave in general (Section 3.3.1), the sources of the
tracers which are important for both the major and the trace nutrients (Section 3.3.2), and
the characteristics of specific Pisces tracers (Section 3.3.3). For a more detailed description of
Pisces see Aumont and Bopp [96] and Aumont [169].

3.3.1 Model equations

At any location in the ocean away from the boundaries, every tracer T is conserved, except
for internal chemical and biological conversions, often referred to as the internal Sources Minus
Sinks (SMS). The tracer conservation equation has the form:

Γ(T ) = − ∂

∂z
(wT · T ) + SMST + fT · FT , (3.5)

where the dynamics are included in Γ. The first term on the right-hand-side represents settling
of heavy particles through the water column with z the depth (negative downwards) and wT
the settling speed of tracer T . In Pisces this is simplified to two different settling velocities,
one for small and one for big particles (and, in principle, one where wT = 0 for dissolved
substances and colloids). The second term is the SMS, and the third term presents the forcing
fields (Section 3.3.2).

Settling of particles is, similar to advection and mixing, a purely physical process and hence
conserves the tracer. Nonetheless, this term is not included in Γ for several reasons. Firstly, the
settling speed is not the same for all tracers. Secondly, it is not part of the material derivative
since settling is transport through seawater. Thirdly, settling is a term that relates strongly
to the biological and chemical processes (SMS), so it should be explicit in the notation of the
equations.

Specific cases include drifting tracers (dissolved particles and colloids) where wT = 0
and hence Γ(T ) = SMS(T ); conservative tracers (no biology/chemistry) such that Γ(T ) =
∂(wT · T )/∂z; and drifting, conservative tracers for which Γ(T ) = 0. All this is valid as long as
FT = 0, i.e. away from the boundaries.
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The standard version of Pisces accounts for 24 tracers. They can chemically or biologically
transform from one state to another (SMS) as long as the two states concern the same chemical
element (conservation of atoms). E.g., iron in small particles can form iron in big particles, but
they cannot transform to any tracer of nitrogen.

As an example, consider the equation for carbon fixed in phytoplankton (Cphy):

Γ(Cphy) = (1− δ)µphyCphy −mphy
Cphy

K + Cphy
Cphy − waggrC

2
phy − gzooCphyCzoo , (3.6)

where the first term on the right-hand side is the production term of phytoplankton, with δ the
excretion of Dissolved Organic Carbon (DOC) and µphy the rate of photosynthesis (see below).
The second term simulates mortality, with mphy the phytoplankton mortality rate and K the
half-saturation constant for mortality. This means that for small phytoplankton concentration
(Cphyt � K) mortality is quadratic, while for large phytoplankton concentration (Cphyt � K)
mortality is proportional to Cphyt; relative mortality halves when Cphyt = K. The third term
on the right-hand-side represents aggregation, with waggr the phytoplankton aggregation term,
which depends on the shear rate, as the main driving force for aggregation is the local turbulence.
The fourth term models grazing by zooplankton, with gzoo is the grazing rate and Czoo is carbon
in zooplankton. All these terms together form the SMS for phytoplankton. This equation applies
to both functional classes of phytoplankton in Pisces, namely nanophytoplankton and diatoms.

The rate of photosynthesis µphy can be modelled as a Monod function [2]. Diatoms, for
instance, can be Si limited. In that case, µphy is proportional to the Monod function of the
Sidiss concentration S:

µphy ∝ S

KSi + S
, (3.7)

where KSi is the Sidiss concentration for which µphy is half the maximum photosynthesis rate
(rate is maximal when S → ∞). If iron (Fe) is limiting as well, the rate of photosynthesis is
modelled as the minimum of two Monod functions [102 p. 132]:

µphy ∝ min
(

S

KSi + S
,

F

KFe + F

)
, (3.8)

where F is the Fediss concentration.3 This example illustrates the influence of nutrients on
photosynthesis and hence diatom growth. Of course, also other factors like temperature and
acidity have an effect on the diatom growth rate, but these influences are neglected in this
model.

The equation for particulate organic carbon (Cdet) is given by:

Γ(Cdet) = mphy
Cphy

K + Cphy
Cphy + waggrC

2
phy + other terms − wdet

∂Cdet
∂z

. (3.9)

Since this is a heavy tracer, the settling term is not zero (wdet > 0). ‘Other terms’ includes
SMS from the two zooplankton carbon tracers and DOC. The rest of the terms are defined
before. When adding the different equations for carbon, the result is Γ(C) = 0, hence carbon
is conserved. This stands in contrast to the individual tracers, like fixed carbon (Cphy), which
are non-conservative.

3The choice of a minimum is relatively arbitrary. It can also be modelled as the product of two Monod
functions, which more accurately represents the idea of co-limiting nutrients. In such a model, addition of Fe can
partly neutralise Si limitation, or vice versa. In that case, if S = KSi and F = KFe, and F were to be halved,
then S must be multiplied with 3 to get back to the original rate of photosynthesis. Proof: We must solve
1/4 = (x/(1+x)) ·1/3 for x, in case of S = x ·KSi. Its solution is x = 3. Thus, beginning from the half-saturation
concentrations for both the silicic acid concentration S and the dissolved Fe concentration F , decreasing one of
the concentrations, the other must disproportionally increase to keep the production rate the same. However, in
the Pisces model either Si or Fe is limiting, depending on which term is smaller.
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3.3.2 Boundary conditions

Besides the transport and internal SMS of tracers within the ocean, they are added to and
removed from the oceans at its boundaries (last term in Eqn 3.5). As long as the model is
not coupled to other models at the boundaries (e.g. an atmospheric model), the tracer flux is
prescribed by forcing fields, and tracers are removed according to the internal state of the model.
Both sources and sinks are modelled as a concentration change of the tracer at the boundaries
(sea surface, coast, sediment and mid-ocean ridges). Since most of these input fluxes are only
used for the manganese ocean model in this thesis, the equations are given in the respective
Section 7.2.2.1.

Figure 3.4 shows the four source fields of Pisces, and Table 3.1 lists the relative input of
the different basins for each of these sources.

(a) Dust deposition (g m−2 yr−1) at the ocean surface (b) Fluvial inflow (mol Mn m−3 yr−1)

(c) Inflow from reducing sediments (mmol Mn m−2 yr−1) (d) Hydrothermal input (mol 3He m−2 yr−1)

Figure 3.4: Sources of Mn(II) to the ocean. Three-dimensional fields are vertically integrated.

Basin Dust Sediment Fluvial Hydrothermal
Atlantic Ocean 47.9 18.1 32.2 13.8
Pacific Ocean 20.3 27.9 44.0 62.2
Indian Ocean 21.8 7.4 20.8 20.1
Southern Ocean 0.12 11.4 0.0 3.1
Arctic Ocean 0.55 22.8 3.3 0.8
Mediterranean Sea 6.6 3.6 1.8 0.0
total 100.0 100.0 100.0 100.0

Table 3.1: Relative amount of yearly dust, sediment, river and hydrothermal input into each basin (%).
The Southern Ocean is defined as the ocean south of 59◦S.

Removal occurs near the sediment by burial of particles that are heavier than water, and
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by equilibration of gases between the ocean surface and the atmosphere. Input of tracers is
modelled as an external flux at the interface, i.e. not as a consequent of a pressure difference
as is the case with CO2. In general this is given by ∂T /∂t = fT · FT , where FT is a forcing
field that may need to be scaled by measures of the corresponding gridbox and/or conversion
between elements (fT ).

Further details on the Pisces model can be found in the supplementary material of Aumont
and Bopp [96], Aumont [169] and the source code of the model, to be found at http://www.
nemo-ocean.eu/.

3.3.3 Characteristics of the output fields

This section presents and discusses the modelled behaviour of silicic acid and iron in our specific
simulation by Pisces, that are relevant for the rest of this thesis. A more concise presentation
of the general characteristics of chlorophyll, nitrate, silicic acid, oxygen, Dissolved Inorganic
Carbon (DIC), alkalinity and iron is given by Aumont [169] and references therein.

Silicic acid

Figure 3.5 presents modelled [Sidiss] for both dynamical fields, with measured [Sidiss] as coloured
dots. Clearly Figure 3.5a, corresponding with Dynamics I, presents a strongly overestimated

(a) Dynamics I (b) Dynamics II

Figure 3.5: The modelled silicic acid concentration at the West Atlantic Geotraces section. Coloured
dots are measurements. Both simulated and observed concentrations are in µM (on a non-linear scale).

[Sidiss] in the deep ocean, while this overestimation is significantly reduced in Figure 3.5b (Dy-
namics II). The reason for this is that in Dynamics II less Sidiss is transported northwardly
with the AntArctic Bottom Water (AABW) than in Dynamics I (Figure 3.3). This means that
the more realistic deep overturning cell in Dynamics II results in a more realistic simulation of
[Sidiss] in the deep Atlantic Ocean.

A statistical comparison of the effects of the two dynamics on [Aldiss] and [Sidiss] is given in
Section ??.

Iron

There is insufficient knowledge about the cycling of most trace elements, which makes modelling
them difficult. Nonetheless, iron is the most important micronutrient [e.g. 36, 80, 85, 86, 107,
113, 127, 143, 157], hence in standard Pisces iron is modelled (as the only trace element).

Figure 3.6 presents the modelled and measured dissolved iron (Fediss) concentrations at the
West Atlantic Geotraces cruise section. This simulation is based on Dynamics II. General
properties of the iron distribution are captured by the model. These include the depletion at
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Figure 3.6: Modelled [Fediss] (nM) at the West Atlantic Geotraces cruise track, based on Dynamics
II. Measurements of [Fediss] are taken during the Geotraces cruises (M. Rijkenberg) and are presented
as coloured dots (same non-linear scale).

the ocean’s surface and the subsurface minimum at 10–30◦N. However, there are important
deviations from the measurements. Around 10◦N at 300–1000 m depth [Fediss] is elevated in
the measurements (coloured dots in the figure). This is probably from remineralisation since it
coincides with the Oxygen Minimum Zone (OMZ). The model does not reproduce this, even
though an OMZ is present in the model. The high measured concentrations deeper than 2.5 km
are probably due to hydrothermal vents, which are not included in this model simulation.
All measurements are described by Rijkenberg et al. [171] in more detail. Since Pisces 3.1
[96] there have been improvements in simulating iron (A. Tagliabue, personal communication,
2013; Tagliabue and Völker [145]). Results from more recent versions of Pisces have not been
included, since for consistency all simulations in this thesis are based on Pisces 3.1.

3.4 Epilogue
This chapter gave a succinct description of NEMO-Pisces, which is the underlying model used
in this thesis. In this thesis two new trace elements are added to the model. One of these trace
elements is aluminium, which will be described in Chapters ?? and ??. This element interacts
with the silicon cycle and can also be used as a tracer for dust deposition. The second new trace
element is manganese, described in Chapter ??. This is one of most important trace nutrients
after iron [e.g. 32 pp. 724-5].
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Chapter 7

Manganese in an ocean general
circulation model

7.1 Introduction
In the ocean manganese (Mn) exists in low concentrations (0.1–25 nM), and in many forms,
among which incorporated in organisms and particles. From a chemical oceanographic per-
spective two phases are the most important. One is dissolved Mn, Mn(II), available for uptake
by autotrophs. The other is oxidised Mn, MnOx, not bioavailable and subject to adsorptive
scavenging [e.g. 45].

Manganese is an essential nutrient for all life. One important function of Mn for phytoplank-
ton is its role in photosynthesis, namely photolysis in photosystem II [18, 36], represented as
growth in Figure 1.4. Photosystem II is the first protein complex in the light reaction (see p. 12)
where photons are captured and transformed into the chemical energy of ATP and NADPH [32
pp. 209–19].

Furthermore, Mn is needed for superoxide dismutase enzymes in diatoms [82, 104]. Super-
oxide dismutase destroys reactive oxygen species. Under Fe deficient conditions the efficiency
of photosystem II decreases, which results in an increased formation of reactive oxygen species
[82]. Therefore Mn availability is especially important under low (bioavailable) Fe conditions
[135 p. 16, and references therein]. This is also referred to as co-limitation of Fe and Mn. In
other words, when too little Fe is present, Mn can compensate this deficit for a large part. In
that case more Mn must be available than in the case of sufficient iron availability [162].

Another important export mechanism is oxidation of dissolved Mn(II) to Mn(IV) (and
possibly other oxidation states), and the subsequent aggregation and adsorptive scavenging
by particulate matter [45]. Since Mn(II) is unstable, oxidation occurs everywhere in the ocean
where oxygen is available [29]. This process can be strongly accelerated by Mn(II)-oxidising
microorganisms, primarily bacteria and fungi [91]. The reverse process is reduction, reducing
MnOx to Mn(II). This process is significantly faster under the influence of sunlight, then
referred to as photoreduction. This is the most important reason why the Mn(II) concentration is
relatively high at the ocean surface. The relative speed of photoreduction compared to oxidation
is important for dissolved Mn availability. A higher oxidation rate means more scavenging, hence
more Mn export.

Manganese enters the ocean by several means. The first of these sources, dust deposition, is
a second reason for high surface [Mn(II)]. Especially in the central/north Atlantic Ocean surface
dust input is high from the Sahara [24, 47, 44, 97, 108]. Rivers are another source of Mn to
the ocean [8, 95]. Anoxic or suboxic shelves are a diffusive source of Mn(II), because sediment
microorganisms reduce MnOx if there is no more oxygen (or nitrate) left [12, 20, 110]. Finally,
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hydrothermal sources show pronounced localised elevations in [Mn(II)] [13, 19, 21, 70, 140, 141].

7.2 Methods

7.2.1 Model framework

In order to model the three-dimensional distribution of dissolved Mn, the biogeochemical model
Pisces has been used [96, 100]. This model has been employed for many other studies concern-
ing trace metals, as well as large scale ocean biogeochemistry [e.g. 96, 106, 119, 120, 137, 158
or Chapter ??, 167 or Chapter ??]. In the simulations described here, Pisces has been driven
by climatological velocity fields obtained from the general circulation model called Nucleus for
European Modelling of the Ocean (NEMO) [116], of which the dynamical component is called
Océan PArallélisé (OPA) [62].

The model Pisces simulates the cycles of carbon, the major nutrients (nitrate, phosphate,
ammonium, silicic acid) and the trace nutrient iron, along with two phytoplankton types
(nanophytoplankton and diatoms), two zooplankton grazers (micro- and mesozooplankton),
two classes of particulate organic carbon (small and large) of differential settling speeds, as well
as calcite and biogenic silica. Pisces distinguishes three silicon pools: the silicon content of
living diatoms (Sidiat); the silicon content of dead, settling diatoms (Sibiog) and dissolved silicic
acid (Sidiss). In the model, Sidiss and other nutrients are supplied to the ocean by means of
atmospheric dust deposition and rivers. For iron an additional source is sediment remobilisation
[96]. The standard version of Pisces accounts for 24 tracers. For a more detailed description
of Pisces refer to Chapter 3.

In this study Pisces is run off-line forced by a climatological year of monthly physical fields
including turbulent diffusion. All model fields are defined on the ORCA2 grid, an irregular
grid covering the whole world ocean with a nominal resolution of 2◦ × 2◦, with the meridional
(south–north) resolution increased near the equator. It has two ‘north poles’ in Canada and
Russia to eliminate the coordinate singularity in the Arctic Ocean. Its vertical resolution is
10 m in the upper 100 m, increasing downwards to 500 m, such that there are 30 layers in total,
and the ocean has a maximum depth of 5000 m.

7.2.2 Manganese model

tracer: concentration: biochemical form:
Mn(II) Mdiss dissolved Mn(II): Mn2+

MnOx Mox Mn(III,IV,...) oxides: MnOx

Mnreact M3 hydrothermal Mn
Mnphyt Mphyt nanophytoplankton incorporated Mn
Mnpbiog Mpbiog dead nanophytoplankton Mn
Mndiat Mdiat diatom incorporated Mn
Mndbiog Mdbiog dead diatom Mn

Table 7.1: Manganese tracers in Pisces: name of tracer referred to in text, mathematical notation for
its concentration and the description.

Figure 7.1 presents the model scheme. The tracers presented there are explained in Ta-
ble 7.1. In this section all sources and processes (the arrows) are discussed and quantified. We
assume that there already is a biogeochemical carbon cycle in the underlying model, including
at least one type of phytoplankton and sediment, hydrothermal, fluvial and dust sources of
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Figure 7.1: Model scheme. Biology in green; redox and scavenging in blue; dynamics in grey; and the
sources dust, rivers, hydrothermal and sediment are in light brown, light blue, dark brown and red,
respectively. Symbols are explained in Table 7.1.

iron. They can then be converted by the respective empirically determined Mn/Fe conversion
factors. Furthermore, a climatological forcing of the ocean dynamics must be available if the
biogeochemical model is run offline. Our model can be implemented in any such biogeochemical
ocean model, among which Pisces (Section ??).

7.2.2.1 Sources

Manganese enters the ocean mostly by dust deposition, but over large shelf and slope regions
(e.g. polar oceans) the flux of Mn(II) from the shelf and slope regions is of the same order as or
larger than the dust deposition flux [140, 162]. Also rivers are important. Finally, in the deep
ocean hydrothermal vents play an important role in Mn addition. This section describes how
these sources are modelled.

Atmosphere. From observations in the Atlantic Ocean dust deposition appears an important
source of Mn, since in the surface of the Atlantic Ocean large amounts of Mn are present (data
from R. Middag). The high dissolved Mn concentration is strongly enhanced by photoreduc-
tion. This is and important process that keeps the [Mn(II)] in the photic layer notably higher
compared to the aphotic zone [45]. The dust deposition field used in this model is taken from
Hauglustaine et al. [77]. Figure 3.4a presents the average of the twelve-month climatology. The
total dust deposition is 599 Tg yr−1.
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The average mass fraction of Mn in the Earth’s upper crust is known to be 527 ppm [50].
However, the fraction measured in Saharan dust is 880 ppm [134], consistent with Guieu et al.
[44] and Statham et al. [63]. Since most of the dust deposition in the Atlantic Ocean originates
from the Sahara and our focus is the Atlantic Ocean, here the value of 880 ppm is used.

Solubility of Mn from dust is uncertain and relatively high compared to most other trace
metals. Here αMn = 30% of the Mn in dust is assumed to be dissolved, largely consistent with
the values reported by Guieu et al. [44], Jickells [47], Baker et al. [97], De Jong et al. [108],
Buck et al. [130]. Several studies report even higher values (> 50%) which are, however, mainly
from anthropogenic or otherwise manipulated dust, while the lower reported values (< 50%)
are from natural dust, mainly of Saharan origin.

Manganese in dust is added to the pool of Mn(II) in the upper model layer:

∂Mdiss
∂t

∣∣∣
z=0

=
αMn · fMn
mMn ·∆z1

· Φdust , (7.1)

where Mdiss is [Mn(II)], z = 0 denotes the upper model layer, mMn is the atomic mass of Mn,
∆z1 the upper model layer thickness and Φdust is the total dust deposition flux (mass per area
per time), and αMn is the dissolution fraction.

Rivers. Rivers are another source of Mn to the ocean, which is important for marine primary
production [151 and references therein]. Manganese enters the coastal area both in dissolved
and particulate form, but upon entering the open ocean, much of both forms is scavenged [151].
Scavenging in estuaries and margins is not taken into account here, since it is not part of global
ocean models (coarse resolution).

We assume the presence of a fluvial source of iron in the underlying model. The relative
input into the ocean by rivers is given by Figure 3.4b. The effective inflow of Fe into the open
ocean is corrected for scavenging that is not resolved by the model. Furthermore, we assume that
Mn near the boundaries is scavenged with the same relative rate as Fe, using an average fluvial
concentration ratio between dissolved Mn and Fe. River concentrations are [Fediss]=700 nM
and [Mn(II)] =150 nM [102 p. 2], resulting in a ratio f riv

Mn:Fe = 0.214, much higher than the
crustal ratio which is about 0.0205. Even though the measurements are not recent and do not
need to represent a good average over the important world rivers, it is certainly more reasonable
to use this value instead of the crustal ratio. The concentration change of Mn(II) due to river
input becomes:

∂Mdiss
∂t

∣∣∣
rivers

= f riv
Mn:Fe ·

∂Fdiss
∂t

∣∣∣
rivers

, (7.2)

where Fdiss is the dissolved iron concentration. This fluvial concentration change only takes
place in the upper gridbox nearest to the river outflow.

Shelves. A third important source of Mn to the ocean are shallow sediments, mostly found
on the shelves (presented in red in Figure 7.1) [110, 141]. The underlying process for this flux of
Mn(II) out of sediments is the reduction of MnOx in the anoxic environment in the sediment and
subsequent diffusion into the bottom water. This process is the same as for sediment diffusion
of dissolved Fe, which is present in the underlying model [96]. Hence we will base the Mn source
on the parameterisation of that of Fe. Iron diffusion out of the sediment has been modelled as
a function of bathymetry. This accounts, in first order, for the degree of oxygenation of the
sediments.

This simple parameterisation is a big improvement to several of the other attempts to
model this highly unknown source. Moore et al. [81] used a step function setting the iron
flux to 2 µmol Fe m2 d−1 for depths of less than 1100 m and 0 in the deep ocean. They note
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that “[i]nputs are likely too low in shallow, highly productive regions and too high in deeper
areas underlying lower productivity waters. However, even this simple parameterization notably
improves the model results in several regions.” Arguably, Aumont and Bopp [96] improved this
parameterisation further by making Fe input relatively large in the upper 200 m and much
smaller below 500 m. Further improvements have been made by Moore and Braucher [117].

For Mn the same approach is used. However, manganese reduction results in a higher free
energy reduction than Fe reduction, so that Mn reduction takes place more easily and thus
before Fe oxides are reduced [102 pp. 232–236]. There are further uncertainties, among which
the amount of Mn oxides available in the sediment. Therefore, we simply model Mn addition
from the shelves proportional to Fe addition, weighed with the crustal ratio f sed

Mn:Fe:

∂Mdiss
∂t

∣∣∣
sediments

= f sed
Mn:Fe ·

∂Fdiss
∂t

∣∣∣
sediments

. (7.3)

The (redox) reactions in the sediment are not explicitly modelled, since the sediment is not part
of our model domain. Therefore, addition from the sediment is modelled as a prescribed source,
which is presented by Figure 3.4c. When integrating the yearly manganese flux (mmol m−2),
one gets a total Mn input of 162 Gmol Mn yr−1.

Alternatively to using the crustal ratio, actual pore water concentrations of dissolved Fe
could be compared with Mn(II). Using the concentrations in the top 5 cm of the sediments
studied by Bortleson and Lee [7], an average concentration of Mn and Fe of respectively 1.94
and 59 mg/g has been derived. Its ratio is 0.0328, about 50% higher than the crustal ratio.

Hydrothermal. This source can be modelled in the same way as 3He [e.g. 66, 76] and iron
[26, 71, 137]. The 3He source is presented in Figure 3.4d. Tagliabue et al. [137] used a dissolved
Fe/3He molar ratio of 4.5 · 108 and assumed that 0.2% enters the open ocean. The rest (99.8%)
is scavenged [41] and not modelled explicitly. We used an upper crustal concentration of Mn
580 ppm [50] to arrive at the effective Mn/Fe input ratio. Again it is assumed that scavenging
of Mn occurs with the same rate as that of Fe.

Instead of adding Mn from hydrothermal vents to the Mn(II) pool, it was decided to include
this in a separate pool. This pool is named here Mnreact, of which its concentration is referred
to as M3. The added Mnreact is removed from the model domain according to

∂M3

∂t

∣∣∣
hydroth

= λMn ·M3 , (7.4)

where λMn is the decay rate. There is no interaction between Mnreact and the other tracers in
the model. The rationale for modelling this tracer separate from the rest of the model is the
fact that the region around hydrothermal vents is highly reactive.

Modelling this source as a simple addition to the Mn(II) pool results in a notable overesti-
mation of [Mn(II)] everywhere in the Southern Ocean (results not presented). Observations of
Bruland et al. [43] show that in the deep central North Pacific Ocean the ratio [Mnpart]/[Mndiss]
is around 0.2. The reduction rate in the aphotic zone kAZ

red is chosen such that kox/k
AZ
red = 0.2 (see

Section 7.2.2.2). In the model we assume that this is valid at any location in the aphotic zone of
the ocean. It appears that at least near hydrothermal vents this assumption is false. Consider
the idealised model of Lavelle et al. [41] to get to this conclusion. In this study Mn is partitioned
into three size classes with different settling velocities. In equilibrium their dissolved Mn Td

and small Mn particles Tp are partitioned such that Tp/Td = 0.3, while small and big particles
Ts are partitioned as Ts/Tp = 1. Hence, all particles versus dissolved is (Ts + Tp)/Td = 0.6,
which is three times the value derived from Bruland et al. [43]. Small particles in the model
of Lavelle et al. [41] settle with a small velocity of 0.1 m d−1 and large particles with a large
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velocity of the order of 100 m d−1. Even if the small particle pool is added to the dissolved pool,
there the particulate/dissolved fraction would still be 50 % higher than that found by Bruland
et al. [43] and the settling velocity of the (big) particle pool is 87 times as high! In other words,
the biogeochemistry appears different near hydrothermal vents compared to the central North
Pacific Ocean.

Biology probably plays an important role in this. For instance, Mnreact may include an
intermediate product between Mn(II) and MnOx, namely Mn(III) [84, 94]. Furthermore, scav-
engers and bacteria help removing Mn(II) near hydrothermal vents. These processes are too
detailed and too uncertain to model explicitly. Hence the extra tracer M3 is introduced.

7.2.2.2 Internal processes

Redox. Reduction of manganese oxides (MnOx), presented in blue in the model scheme (Fig-
ure 7.1), is a combination of several processes. Firstly, MnOx is subject to non-biological re-
duction, significantly stimulated by sunlight [e.g. 45]. Furthermore, the rate of oxidation is also
mediated by microbes (certain bacteria and fungi) [45, 91], and it depends on the O2 concentra-
tion and pH. This is observed in the North Pacific Ocean [53 and references therein]. However,
measurements from the West Atlantic Ocean and Zero Meridian Southern Ocean Geotraces
cruises do not show a clear minimum of [Mn(II)] between the photic and oxygen minimum zones.
This gives motive for not adding the dependency on [O2] to the model for a first approximate
simulation of [Mn(II)]. Hence, here we chose to model Mn following pseudo-first-order reactions
where kox and kred are pseudo-first-order rate constant (conventional primes omitted, e.g. Stone
and Morgan [37]):

∂Mdiss
∂t

∣∣∣
redox

= −koxMdiss + kredMox

∂Mox
∂t

∣∣∣
redox

= koxMdiss − kredMox ,

(7.5)

where

kred =

{
kPZ

red in the photic zone
kAZ

red elsewhere
(7.6)

Other causes for reduction or oxidation may also play a role (e.g. Mn-oxidising bacteria,
Sunda and Huntsman [45], Von Langen et al. [59]), but for now we assume these to be included
in the redox rate constants. These constants are tuned to get the correct ratio between the
particulate (assume: oxidised) Mn and dissolved Mn [43] concentrations. If we want the redox
rate constants to depend on inhomogeneously distributed quantities like bacterial distribution
or oxygen concentration, the equations may need to be modified.

We assume that the process of oxidation is strongly mediated by adsorption onto particles.
Adsorption and desorption are not modelled explicitly either. Rather, we assume that the MnOx

is instantaneously adsorbed onto a homogeneous omnipresent pool of particles. Instead, Mnads
can be modelled implicitly by changing the settling speed (Section 7.3.4).

Production and remineralisation. The model’s biology is presented in Figure 7.1 in green.
Manganese is incorporated into phytoplankton during growth (henceforth, production). Incor-
poration of Mn can be modelled proportional to the change in phytoplankton carbon concen-
tration. In the following model equations, the terms prod, resp, mort, graz and diss stand
respectively for the change of the carbon pool due to production, respiration, death, grazing
and dissolution of each of the modelled phytoplankton functional types and its detrital prod-
ucts. Assuming that grazed Mn is instantaneously excreted as Mn(II) and the Mn/C ratio is
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kept constant throughout all processes, the resulting biology equations are:

∂Mphyt
∂t

= RMn:C · (prod − resp − mort − graz) , (7.7)

∂Mpbiog
∂t

= RMn:C · (mort + graz − diss) , (7.8)

∂Mdiss
∂t

= RMn:C · (−prod + resp + diss) . (7.9)

Here Cphyt is the concentration of carbon in phytoplankton and Cpbiog is the concentration of
phytoplankton detrital carbon, or Particulate Organic Carbon (POC). The extended Redfield
ratio for Mn is represented by RMn:C = RMn:P · RP:C, where RMn:P is the extended ratio (as it
is usually reported), and RP:C = 1/106 is the inverse of the Redfield C/P ratio. There is no
growth limitation of phytoplankton by shortage of Mn(II).

The generalised Redfield ratio between manganese and phosphorus (Mn/P) varies from
0.33 · 10−3 to 5 · 10−3 [165]. The lower values are common, and Twining and Baines [165] note
in their review paper that high values are from measurements that do not represent the correct
open ocean stoichiometry, because they are from coastal waters or there is Mn adsorbed onto
the particles. Twining and Baines [165] give a sort of consensus value of 0.36 · 10−3, close to the
observation of 0.38 · 10−3 in the Southern Ocean [141]. However, Mn/P is much higher in the
Arctic [140], namely (3–10)·10−3, but probably other processes besides biological incorporation
and remineralisation play a role here.

There are two types of phytoplankton in the model, nanophytoplankton and diatoms. Man-
ganese is incorporated in both types. Since Mn is also an essential nutrient for zooplankton,
in the future incorporation into the two modelled types of zooplankton (microzooplankton and
mesozooplankton) may be included. The Mn model may even be extended to include growth
limitation of phytoplankton by shortage of Mn(II). Equations ??–??, and phytoplankton growth
equations, would have to be extended accordingly if we wanted to model the biological ecosys-
tem as completely as possible in Pisces. However, since this is the first global Mn model, the
choice is here to keep it as simple as possible and only include the lowest trophic level for Mn
cycling.

Settling and burial. There are two forms of settling Mn particles: oxidised/adsorbed par-
ticles and biogenic (Mn in dead particles which were incorporated during growth). Both are
denoted here as Mpart, both sink with some speed ws:

∂Mpart
∂t

∣∣∣
settling

= − ∂

∂z
(ws ·Mpart) . (7.10)

They are buried when arriving at the ocean floor, which means that they are removed from the
model domain. The addition of reduced Mn from sediments is a prescribed forcing, unrelated
to the removal (Section 7.2.2.1).

The settling speed depends on the type of particle with which Mn is associated. Here ws is
different for incorporated Mn (w′

s ≥ 2 m d−1) and oxidised/adsorbed Mn (ws < 1.4 m d−1).

7.2.3 Simulations

The reference simulation uses ws = 1.15 m d−1, but only if [MnOx] > 25 pM, keeping [Mn(II)]
in check while still providing a deep ocean sink. The rational for not settling MnOx below a
certain threshold is that MnOx is not heavy enough to sink by itself and it is not adsorbed
to sufficiently heavy particles. Only if a critical concentration is reached (loosely a saturation
concentration), aggregation of MnOx colloids starts to form heavier particles that can settle.
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Simulation Short name Difference with reference simulation
Reference simulation REFSIM -
No threshold NOTHRESH No threshold concentration for MnOx

No biology NOBIO Biology for Mn(II) is turned off
Rivers excluded NORIV Without fluvial input of Mn(II)
Sediments excluded NOSED Without sediment diffusion of Mn(II)

Table 7.3: List of simulations.

Concentrations of Mn(II) and MnOx were initialised such that [Mn(II)] is around 0.12 nM
everywhere in the aphotic zone, a little less than the deep ocean average in the West Atlantic
Geotraces observations. From that point the reference simulation was spun up for 600 yr,
while from year 500 several sensitivity simulations were forked off.

In Table 7.3 all simulations are listed. The parameters for the reference simulation are listed
in Table 7.2. The other simulations are variations on the reference simulation.

7.2.4 Observations

The following observational data sets are used for comparison with the model output:

• Pacific Ocean, VERTEX-4 [43 station near Hawaii]

• Pacific Ocean, Kilo Moana 2006 [136]

• Arctic Ocean, ARK XXII/2 [140]

• Southern Ocean, ANT XXIV/3 [141]

• West Atlantic Ocean, 64 PEN and JC057 [170]

• Pacific Ocean, CLIVAR P16 (unpublished data from Angela Milne and William Landing)

Of these observations, those of Middag et al. [170], together with the Zero-Meridian part of
Middag et al. [141] are used for detailed visual comparison in Section 7.3. These measurements
have been verified versus international reference samples and their consensus values of the SAFe
and Geotraces programmes. The focus of this study is the West Atlantic Ocean for several
reasons. Firstly, recently measurements have been carried out in that region, resulting in a large
consistent (one method) dataset. Secondly, there are too few high-quality observations in other
regions of the ocean, making it very difficult to define a reasonable goodness of fit. Thirdly, the
West Atlantic Ocean is of large importance to the AMOC and hence the deep ocean cycling of
nutrients. For these reasons all quantitative arguments in this study concern the West Atlantic
Geotraces section.

For the visual comparison between model and observations, horizontal and vertical cross
sections of the model data are plotted. Using the same colour scale observations are plotted
as coloured dots to directly compare the model with the observations. Horizontal [Mn(II)]
sections are presented for four different depths, where ‘surface’ signifies the average over the
upper 30 m, ‘500 m’ is 400–600 m averaged, ‘2500 m’ is 2300–2700 m averaged and ‘4500 m’ is
4000–5000 m averaged. The colour scale is not linear to better show the main features at both
low and high concentrations of Mn(II). The vertical [Mn(II)] sections are calculated from the
three-dimensional model data by converting the ORCA2 gridded model data to a rectilinear
mapping and interpolating the rectilinear data onto the cruise track coordinates.
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7.3 Results

7.3.1 Reference simulation

Figures 7.2 and 7.3 show the modelled and measured (dots) dissolved Mn concentration at
four depths and in the West Atlantic Ocean for the reference simulation (REFSIM). The general
characteristics of high [Mn(II)] at the ocean surface and lower concentrations in the deep ocean
is reproduced by the model. Also low concentrations in the Southern Ocean are simulated well.
However, in the West Atlantic Ocean at intermediate depths (200–3000 m) south of 40◦N, the
model overestimates [Mn(II)]. The model appears to show the effect of the AMOC and/or
reversible scavenging, while the observations do not show that. Rather the observations show a
relatively homogeneous distribution of Mn(II), except near the surface and near hydrothermal
vents.

Figure 7.2: [Mn(II)] (nM) at four depth layers in the world ocean for the reference simulation (REFSIM).
Observations are presented as coloured dots.

7.3.2 Sources of manganese

Rivers. Figure 7.4 shows the effect of fluvial sources on the [Mn(II)] distribution. After en-
tering the ocean, Mn(II) is advected by the currents before it is oxidised/adsorbed and settles
towards the seafloor. E.g. in the immediate neighbourhood of outflow of the Amazon River
[Mn(II)] increased by at least 0.3 nM, while further upstream (following the North Brazil Cur-
rent) the increase is at least 0.1 nM. Values may be higher or extend farther after running the
model to a steady state, which is not yet the case for this simulation.

Shelves. Figure 7.5 shows the effect of shelf sediment sources on the [Mn(II)] distribution.
The effect is much larger (after a shorter time) compared to the river simulation (different
colour scale). Consistent with the sediment simulation of Van Hulten et al. [158], increases are
relatively large in the Arctic Ocean, North Atlantic Ocean and in the Indian Ocean. There is
almost no increase in the Southern Ocean. Even the relative difference (not presented here)
does not show much of an increase in the Southern Ocean, while it should based on observations
[162].
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Figure 7.3: [Mn(II)] (nM) at the West Atlantic and Zero Meridian Geotraces cruise sections for
REFSIM. Observations are presented as coloured dots.

Figure 7.4: Difference between [Mn(II)] of simulations with and without river input of Mn(II) at the
ocean surface. Changes below the mixed layer are negligible hence not plotted. Average over year 57.

Figure 7.5: Difference between [Mn(II)] of simulations with and without shelf input of Mn(II) at the
ocean surface. Changes below the mixed layer are negligible hence not plotted. Average over year 20
after forking from REFSIM.
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Hydrothermal. Figure 7.6 shows the contribution from hydrothermal vents. Since outflux
of Mn is high and removal from the model domain is fast, the pattern is very similar to that of
Figure 3.4d, especially at 2500 m depth, where most hydrothermal activity takes place.

Figure 7.6: Hydrothermal-vent derived dissolved Mn concentration (nM) at four depths. This is a
separate tracer in the model, hence plotted as an absolute concentration.

7.3.3 Effect of biology

Figure 7.7 shows the effect of biology in the ocean. There is a decrease in the ocean surface and
an increase in the deep ocean.

Figure 7.7: [Mn(II)] difference between a simulation with biology (REFSIM) and a corresponding one
without biology (NOBIO), at four depths in the world ocean after 152 yr with biological incorporation
and subsequent remineralisation of Mn.
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7.3.4 Unconstrained settling

The limitation on settling of MnOx as explained in Section 7.2.3 is introduced to keep [Mn(II)]
in check. For this simulation (NOTHRESH) the limitation is removed. Figure 7.8 presents the
yearly average concentration of Mn(II) 100 yr after forking from REFSIM.

Figure 7.8: [Mn(II)] (nM) at four depth layers in the world ocean for the simulation with unconstrained
settling of MnOx (NOTHRESH) (after 100 yr).

Everywhere in the ocean [Mn(II)] is noticeably underestimated (except near the hydrother-
mal vents, but the dissolved hydrothermal Mn is a tracer subject to equations different from
those of Mn(II)). Indeed, the correlation coefficient r (comparing the model with the observa-
tions) is significantly decreased (more than 2σ; see Section ?? for the criterium) in NOTHRESH in
comparison to REFSIM, showing that the distribution of Mn(II) is less well represented. However,
the Root Mean Square Deviation (RMSD) is significantly decreased, suggesting an improvement.
This is possible since [Mn(II)] at intermediate depth was strongly overestimated in REFSIM, while
it is close to the observations in NOTHRESH.

Smaller settling velocity This simulations has not yet been performed -- discuss
whether it should.
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7.4 Discussion
Many of the properties of the Mn(II) distribution in the world ocean are reproduced (Sec-
tion 7.3.1). Shortcomings are visible, among which the overestimation of [Mn(II)] at intermedi-
ate depths in the West Atlantic Ocean, and an underestimation of [Mn(II)] in the mixed layer
of the Pacific Ocean (Figure 7.2). These apparent details may be related to a fundamental part
of the model. Scavenging and aggregation are parameterised as a step function of [MnOx] and
[Mn(II)] (see Section 7.2.3). This is a drastic simplification of the underlying processes, which
makes it very difficult to test them. There are several alternative possibilities that may keep
[Mn(II)] in check.

Firstly, oxidation is mediated by microbes (bacteria and fungi) [91]. These organisms may
prevent MnOx from settling. However, there are neither bacteria nor fungi in Pisces. Even if
there were, probably not all of these organisms would mediate oxidation. One may guess that
this occurs only in the upper 200 m of the ocean, since there gradients in [O2] are high [e.g.
160].

Secondly, a more explicit model for adsorption/desorption may be needed. Possibly much
of the MnOx is not settling; then another tracer Mnads is needed that is settling oxidised Mn
(in adsorbed or aggregated form; doesn’t matter). The adsorption should not take place on a
homogeneous pool of particles, but rather on e.g. CaCO3 [17] or lithogenic particles [125].

One may think that there is too much MnOx produced compared to Mn(II), i.e. the ratio
kox/kred is too high. However, the k values are tuned to get values consistent with the ratio of
concentration measurements of MnOx and Mn(II). In Figure 7.9 the MnOx/Mn(II) concentra-
tion ratio is plotted. The left panel shows that in the deep ocean this ratio is about 0.2, and
the upper ocean (right panel) shows a value of less than 0.004, both consistent with Bruland
et al. [43]. Interestingly, when removing the threshold for settling of MnOx (NOTHRESH), the

Figure 7.9: [Mnpart]/[Mn(II)] in the Pacific Ocean at VERTEX-IV (near Hawaii) at full depth (left) and
in the upper 110 m (right). Squares are observations; the line is the model.

[MnOx]/[Mn(II)] ratio in the photic zone increases too much. This suggests that kPZ
red needs to

be higher. That would result in higher and hence more realistic [Mn(II)] in most of the ocean
surface.
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Fundamental shortcomings. Modelling the manganese cycle better, or really well, may
be difficult for the following potentially relevant fundamental shortcomings in Pisces, the
underlying model:

• The sediment source is merely a function of sea floor topography. It may be too small in
the Southern Ocean and too large in the Arctic Ocean. Using a sediment model may be
necessary.

• Manganese oxidising microbes may be necessary, but Pisces does not explicitly model
any bacteria or fungi.

• Manganese reducing microbes may be necessary, but Pisces does not explicitly model
any bacteria or fungi.

• Apparently, sediment samples show a strong correlation between manganese and lithogenic
particles, while Mn does not show any correlation with bSi, POC or CaCO3 according to
recent observations and modelling [125]. This suggests that only lithogenic particles are
a scavenger of Mn. However, there are no lithogenic particles in Pisces.1

• Possibly co-limitation with iron can play an important role in modelling the Mn(II) dis-
tribution in the Southern Ocean. Iron is not well simulated by the used version of Pisces
(Section 3.3.3), which makes it difficult to use the modelled iron distribution to model
co-limitation.

7.5 Conclusion
This is the first published study in which the three-dimensional distributions of Mn(II) and
MnOx are modelled. Many of the features of the distribution of Mn(II) are captured by our
model. However, there are notable shortcomings as well. There appears to be an inconsistency
between the basic assumptions on scavenging of Mn and the measured [Mn(II)]. It is likely that
at least one of the basic principles is wrong or incomplete.

Modelling is only one way to find out more about this issue. There need to be 3-D process
studies of Mn in the ocean, as well as more measurements of [MnOx]. When measuring [MnOx]
it needs to be clear what is measured exactly. It would for instance be useful if (1) a range of
particle sizes are measured and (2) structural analysis of the particles are preformed, such that
one can unambiguously say on which particle Mn is adsorbed. Only then a realistic simulation
of Mn can be performed that may confirm the basic principles.
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do scavenge Mn, this does not seem consistent with the relatively small settling speed of 0.9–1.0 m d−1 for the
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